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PREFACE

Identification of vulnerable areas in & drainage basin helps improve the planning of soil
conservation systems. It basically involves the knowkedge of the quantity of sediment yield
production by a watershed. The vulnersbility increases with the increase in sediment yield, and
vice versa. To simulate the process of sediment yield generation. a number of distributed
sediment delivery models are available in literasture which can be derived from basic principles
and linked with a personal computer-based, low cosl, geographic informalion system (GIS) to
facilitate preparation, examination, and analysis of spatially distributed input parameters as well
as to flink the sediment delivery from a micro-scale to the drainage basin-scale. Normally, for
ficld applications, the heterogeneous and complex land surface within the drinage basin is
divided into a number of sub-arcas and spatially distributed data on vegetative cover can be
derived from the digital analysis of satellite images.

Limited studies reported in literature for steep Himalayan catchments indicate that the
rate of soil erosion from these catchments iz increasing at an alarming rate due to heavy
deforestation, urbanization and other developmental sctivities, and the lack of proper
conservation measures. Therefore, a systematic study for quantification of soil erosion, sediment
yield and areas vulnerable to soil erosion from the Upper Ramganga catchment was carried out
in the form of an R&D project on Identification of Vulnerable Areas in Himalayan Watersheds.
The study wrea fies in the foothills of Himalayas in the Unaranchal State of India. In this study,
the processes of sediment erosion and its transport in Chaukhatia, Gagas, and Naula watersheds
of the upper Rampganga catchment were simulated using historical data and these were tested for
their efficacy to prediction of sediment yield for identification of vulnerable zones, The project
wae financially supported by the Indian Mational Commitiee on Hydrology, Ministry of Water
Resources (MoWR), Govt. of India.

D, 5 K Mishra (PL)
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. EXECUTIVE SUMMARY

The concepl of a Research and Development (R&D) project on Identification of
Vulnerable Areas in Himalayan Watersheds was envisioned in 2006 and proposal was
submitted to Indian National Committee on Hydrology {under Ministry of Water
Resources (MoWR)., Govi. of India), with its secretarial ai Mational Institute of
Hydrology, Jal Vigyan Bhawan, Roorkee-247 667 (UK), for possible financial support.
The project proposal was considered for its review and it wes finally spproved by the
Ministry of Water Resources (MoWR) under its R&D program for grant of Rs. 21.55 lacs
(Rs. Twenty one lacs and fifty five thousand only) vide letter no. 23/582006-
R&EDV2502-14 dated 30.10.2006. Since the first grant was released vide letter no.
23/582006- RAEDAN-14 dated 05122006, the project could formally start from
January 2007. It was initially approved for three years, but later, it was extended for one
more year for completing the project work withoul any sdditivnal financial outlay, Thus,
the project is planned to be completed by 31.01.201 1. This excetive summary presents &
brief of the works carried out in accordance with the original project proposal,

Technical Background

Hentification of wulnersble pockets within a drainage basin  [acilitates
improvements in planning of soil conservation systems. ht basically involves the
knowledge of the quantity of sediment yield production by a watershed. The vulnerability
increases with the increase in sediment yield, and vice versa. To simulate the process of
sediment yield generation, a number of distributed sediment delivery models are
evailable in litcrature which can be derived from basic principles and linked with a
personal computer-based, low cost, geographic wiormation system (GIS) to facilitate
preparation, examination, and analysis of spatially distributed input parameters as well as
o link the sediment delivery from a micro-scale 10 the drainage basin-scale. Normally,
for field npplicﬂims, the heterogeneous and complex land surface within the drainage
basin is divided into # number of sub-areas and spatially distributed data on vegetative
cover can be derived from the digital anlysis of satellite images,
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. Limited studies reported in literature for steep Himalayan catchments indicate that
the rate of soil erosion from these catchments is increasing &t an alarming rale due to
heavy deforestation, urbanization and other developmental activities, and the lack of
proper conservation measures. Therefore, a systematic study for quantification of sail
erosion, sediment yield and areas vulnerable 1o soil erosion from such catchments is a
pressing need of the tme. In this study, the sub-waltersheds of Upper Ramganga
catchment, Viz., Chaukhutia and Naula was taken up to develop and test the modeling
tools useful for identification of wulnerable zones for taking up soil conservation
measures,

Study Area

The Upper Ramganga catchment lies in the foothills of Himalayas in the Uttaranchal
State of India. River Ramganpa is 8 major tributary of Kiver Ganga and emerges out of
the hills at Kalagarh (District Almora) where 8 major multi-purpose Ramganga dam is
situated. Up to Ramganga dam, the river is joined by several main tributaries: Ganges,
Binoo, Khatraun, Nair, Badangad, Mandal, Helgad, and Sona Nadi. lts catchment {area =
3134 aq. km) lics between elevation 262 and 2926 m above the mean sea level and it is
considerably below the perpetual snow line of the Himalayas. About 50% of the drainage
basin is coversd with forest, 30% is under cullivation on terraced fields, and the
remaining 20% 15 urban/barren land. The Ramganga valley experiences approximagely an
annual minfall of 1550 mm. The rmingauge network consists of Ranikhet, Chaukhatia,
Maula, Marchulla, Lansdowne and Kalagarh. The life of the Ramganga dam is estimated
to be of the order of 100 years based on the sediment rate of 4.25 ha-m/100 =q. km per
year based on Khosla theory of sedimentation in reservairs. However, a systematic study
does not appear to have been taken for reliable assessment of sedimentation in the
reservoir and, in turn, taking up ameliorative measures (o control it. In this study, using
the historical data, it is planned o model sediment erosion and iis transport in
Chauvkhatia, Gages, and MNaula, watersheds of the upper Ramganga catchment ang
developtest suitable models for prediction of sediment wield for identification of

vulnerable zones.
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Tasks Proposed ander Different Heads of the Original Project Proposal
a) Finding answers to as yet answered questions.

Fundamental to the identification of vulnerable aress in a watershed is the problem
related with the computation of the sediment vield which, in tum, associates with the
problem of soil erosion and its ransport by rainfall-generated runofT and it is o complex
to replicate exactly. Specific to Himalayan catchments, there exists a little understanding
on the processes of rainfall-runcff-sediment yield. Therefore, the aim of the present study
is to identify vulnerable zones in & degraded Himalayan watershed,

b) Development of a new compatational procedure

Since the present work primarily deals with the estimation of rainfall-generated runofT
and sediment yield, the following research and development studies were camied ot in
the process of understanding the involved hydrological processes:

Irmvestigaifon of unll hydrograph (UH) approach: |t is of common experience that the
popular UH approach is severely restricted for its application o hilly watersheds for
reasons of the underlying assumptions in UH derivation, which are of linearity,
uniformity, and superposition. In this study, the spplicability of UH concept is tested in
terms of its derivation from the catchment characteristics derived with the help of GIS
coupled with probability density function {pdf). Out of the three pdi-based distributions,
the two-parameter inverse Gamma function (2P1IGD) is found to perform the best based
on three goodnesss-of-fit criteria, Using the same GIUH concept, the best performing
2P1GD model is also applied (o the data of Ramgamga calchment for SUHs derivation for
different dynamic velocities useful for direct field applications.

Irvestigation of SCS-CN method: The Soil Conservation Service-Curve Number (SCS-
CN) methodology is a concept of paramount importance in the ficld of surface water
hydrology. It is used to estimate the direct surface runoli from the total amount of
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rainfall. It has significantly widened its scope since its inception in 1957, In the present
study, its applicability is has been investigated in terms of its utility in long-term
hydrologic simulation, and consequently, a four-porameter fong-ferm rainfall-runcil
model is proposed and tested on the data of Ramganga catchment. The model generally
performed well in both calibration and validation on the data of Ramganga catchment.
The resulting efficiencies for all the years varied in the range of B1.82 w 73.62%,
showing a satisfactory fit and, in tumn, satisfactory model performance. To check its
versatility, it was applied to six other watersheds located in different hydro-
meteorological settings, I performed satisfactorily on the high runoll producing
watersheds, which is apprecisble in tcrms of only & few (only four) parameters and its

simplicity.

Application of TOPMODEL: The TOPMODEL is a distributed, topographically based
hydrological model and it was applied to simulate daily runoff from Chaukhutia
watershed. [t is based on the concept of variable contributing area and topography
controls the soil water siorage and runoff generation. The toal flow is computed as the
sum of surface runoff and flow in the saturated zone. The model performed less than
satisfactorily to less than satisfactorily largely due to watershed's modemie to stecp
sloping topography whereas TOPMODEL is suitable for moderate topography only and
decp forest contributes less to saturation-excess runell, an important TOPMODEL

assumption for runofl generation.

Application of SWAT mode!: The Soil and Water Assessment Tool (SWAT) has gained
much popularity in the recenl past for il s a distributed watershed model and predicis
several hydrological variables satisfactorily in complex watersheds. It however requires a
significant amount of data for munofT simulation. This shudy investigates its applicability
to runofT simulation in Chaukhutia watershed, for it is said to be applicable o moderately
sloping watersheds only. The model was calibrated and validated with difTerent datasets,
and finally a sensitivity analysis of model parameters was carried out. The Nash and
Surcliffe efficiency ranging from 0.70 to 0.85 indicated & satisfactory model fit, implying
that the SWAT model is applicable to even forested sub-Himatayan watersheds.,
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Application of ANN technigue: The Artificial Neural Network (ANN) models have been
widely and seccessfully used in almaost all branches of engineering. In this study, a radial
basis function ANN (RBFANN) was developed to simulate rainfall-generated runofT for
Ramganga basin and #ts two sub-watersheds namely Chaokhutia and MNaula. The Radial
Basis Function is found to be a solution for rainfall-runoff modeling, The proposed model
periormed very well in ealibration, cross-validation, and verification for both Chaukhutia
and MNaula watersheds. However, in case of Ramganga watershed the model performed
very well in calibration and cross-validation whereas it perfonmed satisfactorily during

verification.

Delermination of sediment graph: Sediment graphs are useful for quick estimation of
pcak rates of sediment yicld in & min storm. In this study, concepts of MNash-based
Instantaneous Linit Sediment Graph (IUSG), SCS-CN method, and power law were
amalgamated to develop a simple sediment yield model for computation of sediment
graphs, The resulting higher model efficiency (varying lrom 90.52% (o0 95.41%) and
lower values of relative errors in 1otal sediment outflow (from 2.49% o 10.04%) and
peak sediment flow mte (9.69% 1o 16.42%) sugpest the model’s suvitabifity for
computation of sediment graph and 1otal sediment outllow.

Hdentification of vulnerable areas: In order to meet the primary objective of the project,
i.e. the identification of vulnerable areas in Himalayan watersheds, a sediment
accumulation limited approach was suggested and employed to the data of Chaukhutia
and Maula watersheds of Ramganga catchment. The procedure involved preparation of
various thematic layers representing different factors of USLE to compute spatially
distributed gross soil erosion maps using recurded inlaill for 18 years, transport capacily
(TC) maps, transport capacity limited (TCL) sediment outflow maps. Such maps give
amount of sediment Mlewing from a particular grid in spatial domain, The sediment yield
was computed with erors ranging from -40% (over-estimation) to +41% (unders
estimation). Finally, maps for depositionferosion of sediment were obtained for
identifying areas vulnerable to silt deposition in the calchment, which are useful in
planning conservation measures.
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¢) Development of o new software/application

For testing the approaches suggested for the above R&D studies, several computer
programs were developed for facilitating the computations. In addition, guidelines are
provided in Chapter 9 for developing software for the approach suggested for

identification of vulnerable zones. o

d) Development of a new feld technique

The models available in litersture are generally applicable to plain areas. In this study,
new techniques for derivation of unit hydrograph, SCS-CA-bared rainfall-nmofT
modeling, and sediment graph were proposed. For identification of vulnerable areas in
sub-watersheds of Ramgangs, a scdiment accumuolation limited approach has been
suppested.

¢} Investigation of the behaviour of a natural process

During the course of investigating the behaviour of a complex notural process of
sediment erosion and its transport in the catchment by runolf, the rescarch was carried
out on the findamental aspects of the applicability of unit hydrograph, SCS-CN,
TOPMODEL, SWAT, ANN, and USLE approaches. All these approaches were found to
be reasonable applicable to the studied hilly watersheds, except TOPMODEL which
exhibited a less than satisfactory model performance. The concept of sediment
accumulation limited trenspori for computation of sediment vield worked satisfactorily
and it was taken as the basis for identification of vulnerable areas.

f) Coatribution to Water Resources Development

The importance of the study of rainfall-runoff-sediment yield process is en
extremely complex phenomenon at catchment scale. It is of commeon knowledge that the
Himalayan catchments contribute significantly to the water resources of Northemn India.
Literature survey reveals that only a few studies have focused on the process of raintall-
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runoff-sediment yield in hilly catchments which are quite prone to soil erosion. In other
words, only a little understanding is- available on the ninolT and sediment generation
mechanisms from these catchments. The present study provides a greater insight to the
complex phenomenon of runell and sediment yield generation. The major contributions
are as follows:
a) Development of a GIUH- and pdi-based approach for derivation of synthetic unil
hydrograph for ungauged hilly watersheds.
b) Development of an SCS-CN-based long-term simulation model for a hilly
watershed.
€) Less satisfactory TOPMODEL performance on forest hilly Chaukhutia watershed,
applicability of SWAT and ANN models to Chaukhutia watershed.
d) Development of 8 new sediment graph model based on Mash IUSG, 3CS-CN, and
power law concepts.
e) Development of a sediment transport limited based procedure for identification of
vulnerable areas in Chaukhutia and Naula watersheds,

g} Disscmination of the Research for Use in Field

A training program was organized for the ficld engincers of State lrrigation
Departments and Dept. of Forest at the Engineers’ Academy, Kalagarh during November
22.23, 2010, A brief of the trmining program is provided in Appendix-1. The engineers of
Uttar Pradesh lrrigation Department helped in providing the necessary data required for
this project work. In addition, for putting the research (o use, a pamphlet (Appendix-IT)
was prepared for easy dissemination, transmission, and understanding of the ressarch
output, The research material is planned to be presented on the World Wide Web,

In brief, all major objectives of the proposed research project were fulfilled. For the
development of computer software for identification of vulnerable areas, puidelines have
been provided in Chapter 9 of this project report. It would however require not only a

skilled computer persennel but also ample time and resources for prepamtion,
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CHAPTER 1

INTRODUCTION

Ovwer the last decade, the major emphasis in the Reld of land resource management has
been on the development of strategies 1o ensure sustainable use of land. The primary aim of any
policy dealing with sustairable use of soils is to maintain so0il quality, propesties, processes and
diversity. At the same time soil erosion continues {o degrade the global land resource base with
approximately 30 per cent of the present cultivated srea having heen significantly affected
According to Mational Commission on Agriculiure, [75 million hectares are degraded all over
the world. The current rate of annual top soil loss in the world duc to water and wind erosion
ranging from 20 to 100 tons per ha This is 16 to 100 times greater than the natural sccomulation
range, which is estimated al about one centimeter of topsoil formation in 200 years under normal
Agrncultural practices. Soil erosion rates have increased to such an exient that the material
delivery from rivers to the oceans has increased from just 8 billion tons to over 23 billion tons a
year, the largest discharge of over 10 billion tons per year coming from Asian rivers alone. If the
preseot trend in the erosion of fertile topsoil of over 23 billion tons per year continues, it will
rezult in the loss of 30 per cent of global soil inventory by 2050,

Identification of vuln¢rable arcas within a dramage basin helps improve the planning of
£0il conservation systems, It basically requires determination of the quantity of sediment yield
produced by & watershed, The vulnerability increases with the increase in sediment yield, and
vice versa. The process of soil erosion involves the processes of detachmenl, transportation &
accurmulation of soil from land surface due to either impact of rindrop, splesh due to rain
impact, shearing force of flowing water, wind, sea waves ar moving ice. Erosion due to water is
an area of interest 10 hydrologists and sedimentologists. Various forms of soil erosion due to
water are inter-rill, rill, gully & stream channel erosion. Apart from rainfall and runoff, the rate
of soil erosion from the area also strongly relies on its seil, vegetation & topographic
characteristics. During the process of erasion and transportation to downstream side, some part
of the eroded material may gets opportunity to deposit. The deposition of sediment transported
by & river inlo a reservoir reduces the reservoir capacity, thereby adversely affecting the water
avatlability for power generation, irrigation, domestic & industrial use,



MNolably, the soil erosion 15 a serious problem in Himalayan watorsheds and foothill
ecosystem. Sustainable use of mountains depends on conservation and sustainable use of land
and waler resources systems. High population growth has placed a demand on limited natural
FESOUTCES present in the hills, High rainfall coupled with fragile rocks, and high rclief conditions
in Himalayas are conducive to soil erosion. Rapid increase in the developmental activitics,
mining end deforestation etc. are major factors contributing o s0il erosion and increased erosion
susceptibility; and thus leading to land depradation. Therefore, a systematic study for
quantification of soil erosion. sediment yield and identification of vulnerable aress in Himalayan
watersheds was carmed out in this project using different newly developed methodologics/
procedures, GIS-coupled process-based models,

1.1 OBJECTIVE OF THE STUDY

The objectives of the present project report, as envisaped al the stage of proposal
formulation, are as follows:

* To investigate the processes of rainfall-runoff-sediment yield in  Himalayan
watersheds, viz., Ramganga catchment its sub-catchments.

* To investigate the available process-based models and sugpest a suitable model for
Himalayan watersheds, viz., Rampanga catchment its sub-catchmenis.

= To develop a simple physically based mathematical model for rainfall-runoff-
sediment yield simulation,

* Toidentify vulnerable zones in a degraded Himalayan watershed.

s  Todevelop a computer software for identification of vulnerable arcas.

1.2 ORGANIZATION OF THE PROJECT REPORT
The report has been organized in the following chapters:

Chapter 1 introduces the project work, sets the objectives, and presents the organization of the

project report.
Chapter 2 describes the study area on the data of which the proposed methodology was
emploved for identification of wvulnerable areas and the research was carried out for

P






CHAPTER 2
STUDY AREA

Since this study deals with the identification of vulnerable areas in a Himalayan
watershed, i.e. Ramganga catchment, the prime emphasis haz been on this catchment or its three
sub-catchments, viz, Chaukhutia, Naula, and Gagas. The other calchments were primarily used
for testing the versatility of the proposed/employed technique. Thus, this chapter deals with a
gencral description of all the catchments used in this study, However, study specific catchment
characteristics and hydro-meteorological data have been detsiled in the respective chapters only.

2.1. RAMGANGA CATCHMENT

The Ramganga River is 3 major tributary of the Haly River Ganga and drains a catchment
area of 3,134 km’. Its catchment lies in the Sivalik ranges of Himalayas and the valley is
known as Patlel Dun, River Ramganga originates of Diwali Khel in the district of Chamoli. It
emerges out of the hills at Kalagarh (District Pauri Garwhal) where a major multipurpose
Ramganga dam is situated. |ts catchments lie between elevation 338 and 3088 m above mean sea
level, and it is considerably below the perpetusl snow line of the Himalayas. The map of
Ramganga catchment is shown in Figure 2.1.

The river traverses approximately 172 km before it meets the reservoir and then continues
itz journcy in the downstream plains for 370 km before joining River Ganga at Farrukhabad
district of Unar Pradesh. During its travel up to Rampanga dam, the river is joined by main
tributaries: Gagas, Bino, Khatraun, Nair, Badangad, Mandal, Helgad, and Sona Madi. Figurs 2.1
shows Ramganga caichment along with the major sub-caichments as discussed above. About
50% of the drainage basin is covered with forest, 30% is under cultivation on terraced fields, and
the remaining 20% is urban/barren land. The catchment reccives approximaicly rainfall of 1550
mm annually, The records of river stages, instantaneous as well as monthly, are available at
Kalagarh since 1958. At the outlet of the Upper Ramganga catchment, i.e. Kalagerh, there exists
a multi-purpose Ramganga dam. The specific characteristics of the dam are given here as below;

® Sanctioned in 1973-74
o  [am: 127.5 m high earth and rock-fill dam



»  Storage copacity = 2448 MCM at FRL
= Purposes:
e Irrigation = 0,575 millicn ha in 11 districts of UP,
o [Drnking warer = 5.5 camee to Delhi
 Hydmo-power = 198 Mega Watt (MW)
= Flood protection
¢ Tourism.
¢ FEstimated life = 100 vears
= hased on the estimated sediment rate = 4.25 ha-m/1 00 sq. km per year

KaRANPREYAS
-
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Figure 2.1: Ramganga catchment




1.1. CHAUKHUTIA WATERSHED

12.1. Geographic Location
The Chaukhutia watershed #s the uppermost Himalaysn calchmen! of Ramganga River

comprising of an area of 572 sq. km. The Chaukhutia watershed is located m Almorz and
Chamaoli districts of the State of Uttrakhand. Geographically the entire boundary of Chaukhutia
watershed is situated berween latitudes of 29 46" 35" 1o 30° 06" 11" North and longitudes of 79
11" 23" 10 79" 31" 21" East vide Survey of India, Toposheet nos, SIN/M,SIN/E, S30V1,53005 and
53049, all available in the scale of 1:50,000. The district boundary of Chaukhutia watershed is
Chamoli in the north, Almora in the south, Pauri Garhwal & Almor in the west and Almors &
Chamoli in the east. Small townships of Chaukhutia snd Dwarshal are situated in Chaukhutia
watershed and these townships come under Almora districl. (ther small towns situated in
Chaukhutia watershed are Gairsen and Mehalchauri which comes under Chamoli district. Entire
Chaukhutis watershed falls under Kumaon region of Westem Himalayas. The outlet of
Chaukhutia watershed is located in Chavkhutia block headquarier under Ranikhet sub division of
Almoea district. The Index map of Chaukhutia watershed is shown in Fig. 2.2.

1.22. Geology

Chaukhutia watershed consists of crystalline and sedimentary rocks of calcareous zone.
Crystalline occurs as vast sequence of low to medium grade metamorphic associated with coarse
i medivm grained granites. A thin zone of porphyritic rocks exposed along the Almoea fault is
known as Chaukhutia Quartz Porphyry. These rocks are highly cneshed and fine grained with
pomphyro-blasts of quarnz and feldspar, and also show development of schistose structure.
Sedimentary rocks of Cale zone is found nerth of Dwarahat around Dhunagin hill and Ramganga
valley near Mehalchauri. South of Mehalchauri north-east trending open faulis of large
wavelength are superimposed by the tght isoclinical lolds rending north-west. A series of gently
plunging open folds of 27.432 m to 36.576 m wavelength are cxposed in the Ramganga valley
south-east of Mehalchauri. Tightness of folds increases in upper level and assumes a recumbent
to overturned posture towards Chaukhutia, Regional trend of folds is from north to north-west
which are reoriented and refolded near the contact with Almora erystalline,
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Figure 2.2: Location Map of Chaukhutia Watershed



213, Climate

The Chaukhutia watershed lies in sub-Himalayan zone of Western Himalaya. The variation
in altitude influences the climate of the watershed. The climate varies from sub-tropical in the
lower region to sub-temperate and temperate in upper region with & mean annual tlemperature of
24.5"C and & mean minimum temperature of 17.3 "C. Winter rainfall occurs during December to
February. The mean maximum and minimum temperatures, relative  humidity,
evapoiranspiration, sunshine hours and average menthly and annual lemperatures of Chaukhutia
watershed are presented in Table 2.1.

1.24. Topography

The Chaukhutia watershed is & hilly catchment of the nver Rameanga. The maximum
and minimum elevations within this watershed are 3098.95 m and 939.05m above mean sca
level, respectively. The outlet 15 situated at an elevation of 93%9.053 m in south-western boundary
of the watershed as shown in location/index maps. This watershed consists mostly of rolling and

undulating topography having very sieep mrregular slopes.
1.25. Land Resources

In terms of land resources, the Chaukhutia watershed is covered with forest, pasture,
agriculiure, settlement, fallow/rocky/waste lands, river and road.

1.15.1. Forest Land

Forest land of Chaukhutia watershed is dominated by dense mixed jungle mainly having
Pine and Banj. Chir, pine (Pinus Roxburghii) and broad-leaved Banj (Quercus
Leuchatrichophora) are the major forest species. Most of the forest areas are under Reserve
Forest. The forest cover of Chaukhutia watershed is about 49% of the twtal ares of this
watershed. Forest area of this watershed is under the jurisdiction of Divisional Forest Office

{Sail Conservation), Ranikhet, Almora, Utrakhand.



Table 2.1:

Mean, maximum

and minimum femperatures,

evapotranspiration and sunshine hours of Chaukhutis Walershed

relative  humidiry,

Mean Mesn Average
o) ‘o "

| 2 E ] 4 ] fi 7 i

I Jan 1598 iR 5846 nr 730 I1E

2 Feh a7 9.9 508 126.4 703 173

3 Mar JiiB I4.4 45.5 178.2 B.AR 226

4 Apr. Ji 8 1922 .l 2083 872 280

5 hMay aTe 216 41.5 39 .53 302

& Jun ELEG 4.4 43.4 244.1 949 3ls |

7 Jul 358 243 51.3 34 | 96T 302

B Aug 6.5 244 5h.1 32,1 922 304

9 Sep 337 1B 5i.5 2005 a33 282

1] Ot e 9.0 445 [E16 7.9 254

] Mo 201 e 452 145.5 119 205

12 Dec 13 2l 313 123.0 T.15 162

Avernge . 173 45.3 186.4 £33 4.5
1.252. Pasture Land
The Chaukhutia watershed consists of pasture land having an area ol about 16% of the

total area of this watershed.
1253 Agricnlture Land

Agriculture: land in this watershed consists of hill-slope cultivation, level terrace
cultivation and valley cultivation. The percentage of agriculture land area is about 12.41% of the
total area of this walershed.



2.1.54. Settlement

The area covered by urban and rural settlements in this watershed is about 8.19% of the
tedal area of this watershed. Mostly settlement is along Ranikhet — Badrinath State Highway
which crosses the Chaukhutia watershed from its southern boundary 1o northern boundary. In
nddition, the area of different types of road is about 2.98% of the total area of this watershed.

2155, Other Land Types

Within the other land the area of water bodies is aboui 4.83% and the area of
fallowimockyfwaste land is about 6.57% of the otal aren of this watershed.

116 Soll Type

The soils in Chaukhutia watershed vary in texture, depth and slope. Broadly, soils of this
watershed may be classified as loamy soils. Depth of soil vanes from shallow to deep and slope
varies from steep to very sieep. Hydrologic Soil Groups of the soil of this walershed vary from B
to C. Soil map of the watershed was taken from soil survey of this watershed carried out by
NBSS&LUP (2004). Detailed information for different mapping units is given in Table 2.2. In
this table Hydrologic Soil Group has been decided as per User Manual of SWAT 20035 (Neitsch

et al., 2005).

2.1.7. Rainfall

The significant portion of total precipitation in the form of rainfall in the watershed
occurs mainly during the four meonths of the monsoon, i.2. from June to September, with a mean
annual total precipitation of 1388.7 mm. In fact, the monsoon contributes about 74.2% of the
toia] annual rainfzil. Total annual rainfall varies from 2%67.9 mm (I981) to 1935.1 mm (1998).
Mean monthly rainfall varies from 6.9 mm in the month of November to 344.3 mm in the menth
of July. The entire hydro-meteorological characteristics of the walershed are characierized by the
high precipitation generating peak monsoon flows and low precipitation during the dry season



resulting in low flows. These figures are based on the minfall dma at Chaukhuiia which were
collected from Ramganga Dam Division, Kalagarh (Pauri Garhwal) under the Depariment of
lirigation, Government of Uttar Pradesh.

Tahle 2.2: Soil legend of Chaukhatia watershed
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1.3 NAULA WATERSHED

The Ramganga river system drains an area of 1074 km® at Naula, referred hereafier as
MNauln Watershed, Spetial extent of Maula watershed is between 29°44° N and 30°6°20"N latitude
apd 79°6'15" E and 79°31°15" longitude in the Ranikhet forest sub-division. The entire
watershed is spread over three districts namely Chamoli in North, Almora in South, Pauri
Gharwal & Almora in West and Almera & Chamoli in East. Small townships of Chaukhutia and

&




Dwarahat are situated in Chaukhutia Block and come under Almora District. Other small towns
situated in Chaukhutia watershed are Gairsen, Mehalchaur, which comes under Chamoli district
and Bhikiyasain comes under Ranikhet sub-division of district Almora. Location map of the

watershed is shown in Fig 2.3,

2.3.1 Climate

The watershed lies in sub-Himalavan zone of Western Himalaya. Its climate varies from
sub-fropical in the lower region to sub-temperate and lemperate in upper region with mean
annual temperature of 24.5°C and mean minimum temperature of 17.3"C. Variation in altitude
influences the climate of the watershed. Mean monthly values for maximum and minimum
temperatures, relative humidity, evapotranspiration, sunshine hours and average monthly and
annual temperatures of watershed were collected from Ramganga Dam Division and State forest
departments and are given in Table 2.3.

1.3.2 Topography

The watershed under study is a hilly watershed of the river Ramganga The maximum and
minimum elevations within this watershed are 3097 m and 778 m above mean sea level,
respectively. The gauging outlets at Chaukhutia, draining an area of approximately 573 sq. km,
and Naula draining the entire watershed area (approximately 1074 sq. Km) are situated st an
elevation of 937.0 m and 778.0 m, respectively. The opography of the watershed is undulating
and iregular with slope varying from moderate to steep.

1.3.3 Sail type

Soils of the watershed are acidic in nature having pH between 4.5 and 6.5. Broadly,
particle size of soils of this watershed may be classified as fine loamy to coarse-loamy, Depth of
soil varies from shallow o deep and slope varies from moderate to very steep. Soil of this
watershed can be calcgorized as hydrologic soil goup B and C. Soil map end other soil
characteristics of the watershed were taken from soil survey report of watershed carried oui by
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Mational Buresu of Soil Survey and Land Use Planning (NBSSLUP, 2004). The NBSSLUP had
assipned Soil Mapping Units (SMLU) to different soils based on soil characteristics and the same
is taken in this swdy for assigning values of different soil related parameters. Detailed

information for different soil mapping units is given in Table 2.4,

2.3.4 Geology

Mauls Watershed falls under lesser Himalayas, a massive mountainous tract and tangled
mass of series of ridges being divided from each other by deep valleys, The watershed consists
of crystalline and sedimentary rocks of Cale zone: Crystalline occurs as vast sequence of low 1o
medium grade metamorphics sssocimted with coarse to medium grained granites. A thin zone of
poerphyritic rocks exposed along the Almora fault is known as Chaukhutiz Quariz Prophyry.
These rocks are highly crushed and fine grained with prophyro-biasts of quantz and feldspar, and
also show development of schistose structure. Sedimentary rocks of Cale zone is found north of
Dwarahat around Dhunagini hifl and Ramganga valléy near Mehalchaun, South of Mehalchaurn
north-east trending open faults of large wavelength arc superimposed by the tight isoclinical
folds trending north-west. A series of pently plunging open folds of 27.432 o 36.576 m
wavelength are exposed in the Ramganga valley south-east of Mehalchaori. Tightness of folds
increasss in upper level and assumes a recumbent to over tuned posiure owards Chaukhutia,
Regional trend of folds is from north o north-west which are reoriented and refolded near the

contact with Almora crystallines (Sharma and Sinha, 1972).
2.3.5 Land ase

The land cover in study watershed consists of forest, pasture, agriculmre, settlement,
fallow/rocky/waste lands, river and road etc. Satellite image of Indian Remote Sensing-Linear

Imaging and Self Scarning Sensors (IRS-LISS I11) with & spatial resolution of 23.5 m was
available and used for classifying area under different land uses.

14



Figure 1.3:

Location Map of

Naula Watershed
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2.3.6 Forest land

Naula watcrshed is rich in forest resources and dominated by major species of dense
mixed Chir Pine (Pinus Roxburghit) and Banj trees (Quercus Leuchotrichophora). The forest
cover accounts for more than 54% of the total area of the watershed. The ecanomy and
livelihood pattemn of the people of the watershed is primanly built around the forests. Further,
about four million livestock population in the state (sccording to the Livestock Census, 2003) is
dependent on forests for fodder. Most of the forests in walershed comes under reserve forest
category and falls under jurisdiction of Divisional Forest Office (Soil Conservation), Ranikhet,

Almom

13.7 Agricultnre Land

Agriculture land consists about 15% of the total watershed arca. The agricullore s
practiced under hill slope cultivation, level terrace cultivation and valley cultivation. Major crops
grown in the area are madua-wheat and sewa-wheat. About 70% inhabitants of watershed
primarily depend on agriculture for livelihood,

138 Settlements

The area being utilized for urban and rural scitlements constitutes approximately 12% of
the total walershed area. Mostly, settlement is found along water sources and Ranikhet—
Badrinath State Highway which crosses the Chaukhutia from its southern boundary to northem
boundary.

23.9 Other Land Type

Approximately 13% of the watershed ares comes under pasture and facing severe
degradation of lend because of over cxploitation of natural resources by the inhabitants for
subsistence living far beyond its capacity to regenerate. The rest of the area of the watershed is
under various land uses viz. rosds and open water bodies.



Table 2.4: Soil Properties Table
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14 GAGAS CATCHMENT

The Gogas eatehment is one of the sub-catchments of the Ramgangn river catchment
located in the Himalayan region of India having an aren of 506 km” and lies between latitudes
29" 35" 207 N and 29" 51'N, and longitudes 79" 15°E and 79" 35° 30"E as shown in Fig. 2.4,
The catchment is approximately rectangular in shape with 2 minimum elevation of 772 m al
the outlet e.g.. Bhikiasen and a maximum of 2744 m above mean sea level at the upstream
end of the catchment. The cotchment area in general has a hillv terrain with endulating and
irregular slopes ranging from relatively flat in narrow river valley to steep towards ridpe.

The mesn annual rainfall varies from 903 1w 1281 mm with 2 mean value of 1067 mm
(Kumar and Kumar, 2008). The soils of the catchment are highly coarse textured, varying
froms coarse sand to gritty sandy loam, and slightly acidic to neutral in nature. The hydrologic
data regarding runoff hydrograph, effective rainfall for six isclated storms were obtained
from the Divisional Forest Office, Ranikhet, Uttarakhand.
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Figure 2.4: Gagas catchment
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2.5 HEMAVATI CATCHMENT

River Hemavati is a tributary of River Cauvery, originating in Ballaiarayanadurga in
the Western Ghats in Mundgin Taluk of Chikmanglur district in Kamataka State (Mishra and
Singh, 2003b). It passes through a region of heavy rninfall in its early reaches, in the vicinity
of Kotigehara and Mudigere. [t has Yagachi and Algur tributaries and drains an area of 600
km” up to Sakleshpur as shown in Figure 2.5,

Figure 1.5: Hemavati catchment

The catchment of Hemavati lies between 12° 55" and 13° 11° north latitude and 75° 20
and 75° 51" east longitude (Fig. 2.5). It is a hilly catchment with steep to moderate slopes
{Mishra and Singh, 2003b). The upper part of the catchment is hilly with an average clevation
of 1,240m above the mean sea level and the lower part forms a plain terrain with an average
elevation of B90m. Agriculture and plantation are major industrics of the basin. Its land vse
can be characterized by forests (12%), coffee plantations (29%), and agricolural lands
(59%). The principal soil types are red loamy soil (67%) and red sandy soil (33%). Seils in
the forest area and coffee plantations are greyish due to high humus content,
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2.6 NARMADA CATCHMENT

The River Narmada (Fig. 2.6) is one of the major nivers with 41 tributaries flowing
through central parts of India, It nses from the Amarkantak platean of the Maikala range in
Shahdol district in Madhya Pradesh at an elevation of about 1059 m ahove mean sea level.
The river travels a distance of 1312 km before it joins the Guif of Cambay in the Arsbian Sea
near Bharuch in Gujaral. The stream flow data used in the study belong 1o the River Narmada
at Manot, Banjar at Hridaynagar and Burhner at Mohegaon and described brielly below.

{a) Narmada up to Mamot: The MNarmada caichment up o Manot lies between north
latitudes 227 26° 1o 237 18" and east longitudes 807 24° (v 817 47", The length of the River
Marmada from its origin up to Manot is about 269 km, with o drainage area of 5032 km’,
The catchment is covered by forest and its topography is hilly. lts elevation ranges from
450 m near Manot site to 1110 m in the upper part of the catchment. It has a continental
type of climate classified as sub-tropical and sub-humid, with average annual rainfall of
1596 mm. It is very hot in summer and cold in winter. In the major part of the calchment,
snils are red, yvellow and medium black with shallow to very shallow depth. In some small
pockets of plain land, soils are moderately deep dark preyish clay. Approximately, 52%
of the catchment area is under cultivation, about 35% under forest and [3% under
wasteland.

{b) Banjar up to Hridaynagar: The Banjar River, a tributary of Narmada in its upper
reaches, rises from the Satpura renge in the Durg district of Madhya Pradesh near Rampur
village at an clevation of 600 m at north latitude 217 42" and east longitude 80" 50°, Iis
catchment area up to Hridaynagar is about 3370 km® and the elevation drops from 600 m
10 372 m at Hridaynagar gauging site. The climate of the basin can be classified as sub-
tropical and sub-humid, with average annual rainfall of 1178 mm. About 90% of the
annual rainfall is received during the monsoon season (June-October). The estimates of

evapoiranspiration

(¢} Burhner up to Mohegaon: The Burhner River rises in the Maikala range, south-east of
Gwara village in the Mandla district of Madhya Pradesh at an elevation of about 900 m at
north [atitude 22° 32" and east longitude 81° 22°, It flows in & westerly direction for a 1otal
length of 177 km 1o join the Nannada near Manot. The Burhiner drains a lotal area of
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about 4661 km® and its catchment area up to Mohegaon is about 4103 km”. The elevation
at Mohegaon gauging site drops to 509 m. The climate of the basin can be classified as
sub-tropical and sub-humid, with average annual rainfall of 1547 mm. The
evapotranspiration varies from 4 mm/day in winter to |0 mm/day in summer. The
calchment area comprises both flat and undulating lands covered with forest and
cultivated lands. Soils are mainly red and yellow silty loam and silty clay loam, Forest
and agricultural lands share nearly 58% and 42% of the caichment area, respectively.

Figure 1.6: Narmada Basin

2.7 KALUCATCHMENT

The River Kalu (Fig. 2.7) is a tributary of the Ulhas River in the Thane district of
Konkan region in Maharashtra, It originates near Hanchandragad in Murbad Taluka of Thane
district at an elevation of 1200 m above mean sea level and extends between cast longitude
73° 36' to 73° 49 and north latitude 19° | 7' to 19° 26". The steep terrain watershed (area =
224 km”) experiences an average annual rainfall of 2450 mm, which varies from 2794 o
5080 mm in different parts of the watershed, Most of the mins are received during June 1o
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October. The existing crop pattern of the cultivation covers 456% paddy, 16% nanchani vari,
3% pulses and 35% grass. The catchment is covered with 50% thickly wooded forest, and
50t is cultivated arca. A dam |s proposed scross the Kalu River near the village of Khapr
about 31 km downstream of the ongin to serve for irmgation as well as water supply.
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Figure .7: Kalu watershed

1.8 GHODAHADO CATCHMENT

Rushikulya is a major river in the State of Onssas (Fig. 2.8). It originates from
Rushamala hills of the eastem ghats in Phullabani district. It is 165 km long with 8900 sq. km
of catchment area. Ghodahado is & tnbutary of Rushikulya in Ganjam district near
Degapatandi block. It extends between cast longitude 84° 27" to 84® 40" and north latrtude 197
17" ta 19* 28", The watershed having area of 138 km® experiences an average annual rainfall
of 1476 mm, having mean maximum summer temperature of 37°C and 10.3°C in winter.
Most of the minfall occurs during June 1o October. The watershed is situated in the East and
South Eastern coastal Plain with hot and moist sub- humid climatic condition. The broad soil
group of this area is Red soils, has blocky structures of either granular or sub gramular
geometry, and it is dominated by Kaolinites and illites. The land use pattern of the watershed
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is 40% of forest arca, permanent pastue is 3%, culturable waste 1s about 2%, non-agril land
uze is 5% ond 50% of area is under net sown area.
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Figure 2.8: Rushikulya basin showing Ghodahado catchment
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CHAFPTER 3

A REVISIT TO UNIT HYDROGRAPH CONCEFPT

The unit hydrograph (LUH) method introduced by Sherman (1932) for runoff
estimation has immense significance due to its basic simplicity of the definition, i.e., the
direct runofT resulting from unit depth of excess minfall produced by storm of niform
intensity and specified duration. In order to explore the simplicity and less data
requirement of UH approach, McCarthy (1938) and Snyder (1938) developed synthetic
unit hydrograph (SUH) for ungauged caichments using some empirical equations to
derive the salient points of the hydrograph. Similar expressions were later given by Edson
(1951), Gray (1961), and Haan et al. {1984). All these methods begin by obtaining the
salient points of the UH, and a smooth curve is fitted through these points to obtain a
SUH; thus a large degree of subjedtivity is involved in manual lttings, as simultancous
adjustments are also required for the area under the UH lo represent unit runofT volume.
Since UH approach relies on rain duration, a number of UHs of different durations can
exist for & catchment.

Clark ( 1945) was probably the first to propose the Instantancous Uinit Hydrograph
(TUH) theory. The main advantage of IUH is that it is independent of the duration of
cifective rainfall and thus has one parameter less than unit hydrograph. Nash (1957), for
the firsi time, derived the TUH as two paramecier gamma distribution (2PGD) by
simulating the whole caichment by “n" identical conceptual cascaded linear reservoirs.
Due to similarily in typical shape and unil arcs of a probability distibution funclion
(PDF) curve, various suitable distributions have been explored by Gray (1961), Croley
(1980), Aron and White (192), Koutsoyiannis and Xanthopoulos (1989), Haktanir and
Sezen (1990}, Singh (2000), and Bhunya et al. (2004, 2007, and 2009) for SUH
derivation. Nandrajah (2047) sugpested eleven different flexible PDFs ranging from one
pamymeter (0 three parameters for UH derivation. One of the major advantages of the
application of PDFs is the subjectivity that existed in manual fitting of the UH in earlier
methods was eliminated. With the coupling of Horton's peomorphic parameters and
hydrelogical parameters by Rodriguez-liurbe & Valdes (1979) and further refinement by
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Gupta et al. {1980), the IUH theary (called GILH) became mere promising for ungauged
or scantily gauged catchments. Since the theory represented hydrological parameters in
terms of geomorphological charactenstics of river basin, and thus, requirement of landuse
and climatic parameters {like in Clarks, 1945 and Nash, 1957) are obviously omitted, A
number of studies (Bhaskar et al, 1997; Lee, 1998; Karvonen et al, 1999; Hall et al.,
2001; Jain et al., 2003; Kumar &t al,, 2007; Bharda ct al., 2008) have been conducied o
investigate hydrological response of the caichment by using the basin geomorphologic
parameters according to GIUH concept.

Estimation of the geomorphologic parameters using manual methods is a tedious
and time consuming process. With the recent advancements in the field of geo-spatial
technologies like Geographical Information System (GIS) and Remote Sensing (RS),
Digital Elevation Model (DEM) or Digital Terrain Model (DTM) has gained much
impetus in hydrology from last two decades (Tarboton et al., 1991; Moore et al., 1992;
Maathuis and Sijmons, 2005, and Hengl et al., 2006). In general, DEM/DTM Is prepared
from the digitalization of the contours from concerned toposheet or mossic of toposhests
of study area, which is very painstaking and time consuming process, especially when the
arce of inlerest is very large. Furthermore, readily available and probably cost free
Shuttle Radar Topography Mission (SRTM) data plays o vital role to extract the
catchment’s peamorphological parameters.

31 ORJECTIVES

Based on the [oregoing deliberations, the present study was specilically carmed
out with the following objectives: (i) to explore the potential of Two-parameter Inverse
Gamma distribution (2PIGD), Two-parameter Weibull (2PWD) distribution, and Two-
parameter Mash peomorphological model (2PNGM) for fitting UH, where an analytical
approach iz followed to estimate the distribution parameters; worth mentioning that
2PIGD has not been attempted in past; (ii) the UH parameters, viz, peak discharge, time
to peak, ete. nre accomplished using Horton order ratios given by Hodriguez-lturbe and
Valdes (1979); (i1} to extract the geomorphological parameiers of the catchments from
casily available and perhaps most updated SRTM data in a GIS environment; {iit) the
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workability of this approach for UH derivation is demonstrated using date of Gagas
watershed (8 sub-watershed of Rampanga caichment); and Ffnally (iv) based on the
potentiality of the proposed models, Le., ZPIGD, 2PWD and 2PNGM, the best
performing model is 1o be further applied on the daiz of Ramgamga catchment for SUHs
derivation for different dynamic velocities using GIUH (Rodriguez-lturbe and Valdes,
1979) concept and simple regression models for qp and t, are developed for direct field
applications.
32 MATERIALS AND METHODS

As discussed in the previous section, the parametric expressions of the three
proposed models, e, Two-peremeler nverse gamma distnbution (2PIGD), Two-
parameter Weibull distribution (2PWD), and Two-parameter Nash Gamma model
{2PNGM) are diagnosed and simple analytical procedures are proposed for pammeter
estimation using GILIH concepl, as discussed i the following sub-sections.

311 Two-Parameter Inverse Gamma Distribution (2P1GD)

The parametric expression of the probability density function (pd{) of the 2PIGD
maodel (Fig. 3.1) is given as:

f{u}:ﬁ;:"’"e:;{—i} forx>0,a>0,andb>0 (3.1}

where a and b represent the shape and scale parameters of ZPIGD.
Similarly, the expression for cumulative distribution function (cdf) can be given as:

F{“;,:H':%J (32)

The mean () and variance (o) of the distribution, respectively, are given as:

7



2
for b=1: EIJ - .. S for h=2 (3.3)

(b—1F(b-2)’

R
i TET L

Mow, taking the parametric expression of 2PIGD as the dischange ordinates g(t) of UH
and x as time t, Eq. (3.1) is redesigned as:

qlt)= ;—;I""m;{— %] : fort> 0 (1.4)

3.2.1.1 Derivation of Expressions for Peak Flow Rate (q,) and Time to Peak (t,)

At time to peak (1) the slope of the UH, i.e., dg(t¥dt shall be equal to zero.
Therefore, the first derivative of Eq. (3.4) can be expressed as:

dat) _dfa® ,q{_;*) G 5
at _m[rht ’ t]" o

Derivation of Eqg. {3.5) results into

2 vt 2) 2o o -2) o ”

Further simplification of Eq. (3.6) yields:

o ak alla L
2 et -2 )24 510 &%)

Two different conditions can be observed from Eq. (3.7), ie., either [{aft) + (-b-1)] =0,
which results into:
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On expansion of exponential series and truncating the third term, Eq. (3.9) takes the form
as (1-aft) = 0, which yields; t,= a.
Substitution of Eq. (3.8) in Eq. (3.4), gives the expression for peak ordinates, expressed

s

q_iﬁmu}-'-'m{—h-lj; fora #0,b#0 (3.10)

3.2.1.2 Estimation of ZPIGD Parameters

Defining shape factor [ as the product of g, (Eq. 3.10) and t, (Eq. 3.8) (Bhunya et
al., 2003; 2009) results inta

p=gt, = —cxu[—fb+l}l (3.11)

An assumption of (b+1) = m in Eq. (3.11) results into

ml-l
- . 3.12
b F{m—l}m{ - e

Now using the property ol Gamma function, i.e., I'fm) = (m=1)"{m-1}), Eq. (3.12) can be

re-writlen as:
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P ['(m)

Using Stirling’s formula (Abramowilz & Stegun, [964), the Gamma function can be
cxpanded as:

| [ 139 31
Im=y2 e £ I : = = 14
m = /Zemm™" exp(-m) "2m ' 288m'  S1840m®  2488320m° } B

Considering the first two terms of Eq. (1.14) in the parenthesis, Eq. (3.13) can be
simplified as:

= m-—| (3.15)
#ﬁllq-l—;a]

The term [1 + 1/(12m)] in Eg. (3.15) can be approximated by [1 + 1/(6m)]'", then Eq.
(3.15) simplifies w:

__(m-1)" (3.16)

" fomed)

Substitution of (b+1) = m in Eq. (3.16) reduces to

= b’ :
"l ) o

Finally, Eq. (3.17) can be expressed as:

b - 6xf'h - Tapt =0 (3.18)
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The roots of the above quadratic equation (Eq. 3.18) can be writien as:

b= +fn0 + Tn /3 (3.19)

Hence, for the known values of the shape factor i the scale parameter b from Egq. (3.19).
Once b is obtained, the shape parameter @ can be estimated from Eq. (3.8) and the
complete shape of UH using Eg. (3.4).

3121 Two-Parameter Weiball Distribution (2PWIY)

The parametric expression of the probability density function (pdf) of two-
parameter Weibull distribution (2PWD) model (Fig. 3.1) can be expressed as:

b(x)" x)'
Eu]r:[—] :;t[{-[;] ];t‘nrn:-ﬂ, b=l t>0 (3.20)

a
where a is the scale parameter and b is the shape parameter. For b = |, Eq. (3.20) reduces
to exponential distribution funetion. Thus, the exponential distribution is a special case of

the Weibull distribution (Singh, |987).
The cumulative density function {cdf) can be expressed as:

Flx) = I—a;-{ —(iﬂ (3:21)

The mean (u) and variance (o”) of the pdf are given as:

p=a]'[l+%]u’ =11F(E+-E]-n*[l{l+%]}’ (3.22)
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Considering the UH similar to the Weibull distribution with discharge ordinate g(t) on the
y axis and x axis as time (1), Eq. (3.20) can be used 1o describe the UH as:

ait) =E(-‘] cxn[—[l] } (3.23)
ala a
3.1.11 Derivation of Expressions for Peak Flow Rate (q;) and Time to Peak (t;)

For the condition of time o peak (ie., t = L), the slope of tangent to UH, ie.
dgit)dt should be zero. Hence, Eq. (3.23) reduces to:

Lok o) RERS O
[M.{%]Hﬂh—n{ir]ﬂ o (i %[;I]:;{*[ﬂ,}:ﬂ v jl'.iclds:

= ::n[l— -l:Ji;ii,-u. (3.25a8h)

Substitution of t, =|{I —%]' in Eg. (3.23) gives the expression for peak flow rate (gp) as:

ot e ) o

3.2.2.2 Estimation of 2PWD Paramelers

The expression for shape factor or the dimensionless term () in this case can be
obiained by multiplying the terms g, (Eq. 3.26) and t, (Eq. 3.25a) as:
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B=q,1, ={h—1)un[—[l—i]] (3.27)

A lurther simplification and cxpansion of the exponential term up to third term yields
b’ —(ef)b’ —(1/2)b~(1/2)=0 (3.28)
The solution of the above equation can be expressed as (Abramowitz and Siegun, 1964):

b (S, +5,)—a, (3.29)
where S, =[B+(A’ + 81 and S, =[B— (A +B)]; a, = (—eB); A = w/3 — a9,
B = (a8,-300)/6; & = (-1/2); and a5 = (-112).

Thus, for known values of the shape faclor f, the shape parameter 5" ¢an be estimated
from Eq. (3.29) and the scale parameter ‘a’ from Eq. (3.25a), and finally, the complete
shape of UH using Eq. (3.23).

313 The Geomorphological Instantancons Unit Hydrograph (GIUH) Model

Linking quantitative geomorphology with basin hydrologic cheracteristics can
provide & simple way o understand the hydrologic behavior of different basins,
particularty the ungsuged ones. Rodrguez-lturbe and Valdes (197%) expressed the
initial state probability of one droplet of minfall in terms of geomorphological
parameters &5 well as the transition state probability matrix. The final probability
density function of droplets leaving the highest order stream into the fmpping state is
nothing but the GIUH. An exponential holding time mechanism, equivalent to that of a
linear reservoir, was assumed. The expression derived by Rodriguez-lturbe and Valdes
(1979) yields full analytical, but complicated expressions for the instantancous unil
hydrograph (IUH). They suggested that it is adequate o assume a (riangular
instantaneous unit hydrograph and enly specify the expressions for the time to peak
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and peak value of the IUH. These expressions are obtained by regression of the peak
aswell as time to peak of IUH derived from the analytic solutions for a wide range
of perameters with that of the geomorphologic characteristics and flow  velocities. The
model was parameterized in terms of Homon's order laws (Horton 1945) of drainage
network compaosition and Strahler’s {1957) stream ordering scheme. The expressions for
peak flow (g,) and time to peak (t,) of the [UH are given as:

1.31
q, = (T ey (3.30)
and
N =u.44[%]r: e T T (331)

where L is the length of main channel or length of highest order stresm in kilometres, v is
the average peak flow velocity or characteristic velocity in m/s, g and 1, arc in units of
b and h, respectively. Ry, Ra, and Ry represent the bifurcation ratio, area ratio, and
length ratio.

Rodrigucz-iturbe and Valdes defined the dimensionless shape factor i as:

[-].;1].556[ %] ' Pl (3.32)

It is observed from Eq. (3.32) that [} is independent of velocity v and length of highest
order stream or scale variable L, thereby, on the storm characteristics and hence is a

function of only the catchment charecteristics. Allematively, Eqs. (3.30) and (3.31) can
also be expressed as (Rosso, 1984)

q, =0.364R, "yl (3.32a)

t, =1.584(R, /R, JU'R, " *vL (3.33)

where g, 1, L and v must be in coberent units.,
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314 Geomorphological UH Based Two Parameters Nash Model (2PNGM)

The possibility of preserving the form of the SUH through & two-parameter
gamma pdf was analyzed by Rosso ( 1984), where Nash model parameters were related to
Horton ratios as discussed here. The parametric expression for 2PNGM (Fig. 3.1) is given
as.

1 (1Y 4
B — T
T krin}(k] " 20

where k is the scale parameter (T}, n is the shape parameter equal W m:"; where ma is the
sccond dimensionless moment about the centre of area of the ILUH, and ['( ) is the gamma

function. The mean () and variance (o'} are described as:

p=nk: o'=nk (3.35a&h)

For the condition: at time to peak (1 = 1), dg{tydi = 0, Eq. (3.34) yiclds the following
expression relating n and k as:

k=t in—1) (3.36)
Following the similar procedures s to 2PIGD and 2PWD, the expression for

dimensionless shape factor (i) can be obtained in the simpler form as:

TR = o
B= gty = (337

Rosso (1984) equated both the expressions of f, i.c., Egs. (3.32) & (3.37) and used an
flerative computing scheme to develop the expressions for the parameters n and k as:



n=329(R, /R, )*"R, " (3.38)

k, =0.70{R , AR R " (3.39)

where ke = kvl is a dimensionless scale parameter. Thus, for a known value of v, the
parameters of the 2PNGM and hence the UH shape can be computed from the
geomorphological parameters of the calchment. Thus, for an observed v, the parameters
of the 2PNGM and the UH shape can be computed from the geomorphological
parameters of the catchment.

2 02-

(P

Figure 3.1: The pdf shapes of 2PIGD (s =6, b=23), ZPWD (a1 =3, b=2) and IPNGM
(=3 k=2)

3215 Extraction of Geomorphological Parameters Using SRTM and GIS

Certain charactenistics of the drainage basins reflect hydrologic behavior and are
therefore, useful when quantified in evaluating the hydrologic response of the basins.
These characteristics relate to the physical characteristics of the drainage basin as well as
of the droinage network. In this study, the geomorphological paramcters of the
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catchments are extracted from Shuttle Radar Topography Mission (SRTM) DEM using
ILWIS 3.31 GIS environment ag described below, The SETM dats of 3-are second (= 90
m) resolution used in this study was downloaded from website Global Land Cover
Facility (GLCF) and imported into ILWIS through “import via Geo-gateway ™ command.

To delineate the catchment boundaries of Gagas and Ramganga catchments and
eonsistent drainage networks, the SRTM mosaics were passed through subsequent
processes like fill sinks, flow direction, Aow sccumulation, drainage network extraction,
drainape network erdering, catchment extraction and finally caichment merge sccording
o the location of outlet of the calchment, These all modules are well embedded in the
[ILWI5 znd given under “DEM Hydro-Processing” operation, however al seme steps user
interference are required to schematize and parameterize more realistic drainage network.
Once catchment and drainage network delincated, the geomorphalogic parameters such
as draingge area, perimeter of the basin, length of the basin, maximum and minimum
glevation, watershed relief, relief ratio, elongation ratio, mean slope, drainage density,
stream frequency. circulatory ratio, farm factor, Horlon's bifurcation mtio length mtio
stream-area ratio, can be easily astimated vusing the formulae summarized in Table 3.1

In this section, the proposed distribution function hased models, ie., 2ZPIGD,
2PWD, and 2ZPNGM are applied to the deta of Gagas watershed (3 sub-watershed of
Ramganga catchment) for UH derivation s is being discussed here, Basic description
gbout Gagas watershed has already been given in Chapler 2. For geomorphologic
analysis. a detailed DEM of the catchment was prepared using SRTM data having
fineness of 2-arc second spatial resolution, which was downloaded from the website
Gilobal Land Cover Facility (www.landcover.org/data/srtm/y. The UH characteristics for
the Ciagas watershed are given in Table 3.2,

Figure 3.2 represents the resulting dralnage network map of the Gapas catchment
having fourth order. The Horton's plot drawn with X-axis as Strahler order and number
of stream channels, avernge stream fenpth (km), averape stream arca (km?) enlculated by
least square method were plotted on a log transformed Y -axis as shown in Fig. 3.3a.
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Table 3.1: Formulae Used (o Estimaic Different Geomorphological Parameters

8L | Geomorphological Formula Reference
No, | Parameters
| Stream onder Hierarchical rank Strahler (1964)
2 | Swream length (Lu) Length of the stream Horton (1945) |
3 Stream length ratio (Ry) | Ry =L,/ Le—1 Horton (1945)
L., = The total stream length of the
order v’
Ly - ¢ = The total stream length of its
next lower order
5 Bifurcation ratio (Ry) Ry =M,/ Nyar Schumn (1936)
Ny = Total ne. of stream segments of
order 'u'
Ny« 1 = Number of segments of the
next higher order
6 Relief ratio (By,) Ry=H/L, Schumn (1956)
H = Total relief (Relative relief) of
the basin (m); Ly, = Basin length
7 | Drainage density (Dg) |D=Ly/A Horton (1532)
L, = Total stream length of all
orders; A = Area of the basin (km”)
8 Stream frequency (F,) Fi=Nu/A Horton (1932)
Ny = Total no. of streams of all
orders
9 | Drainage texture (Ry) R=N,/P Horton {1945)
N, = Total no. of streams of all
arders; P = Perimeter (km)
10| Compactness factor 0.2821*P/IA">
11 |Formfactor(R) | Re=A/Ly Horton (1932)
12 | Circularity ratio (Re)  |[Re=4*a* A/P? Miller (1953)
P = Basin qjmet:r{hn]
13| Elongation ratio (R,) | Ry = 2JAIm) [ Ly, Schumn (1956)
14 | Length of overland flow | L;=1/{(2*D) Horton (1945)
(L where, L= Length of overland flow;

D = Dirainage density
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Figure 3.2: Drainage Network Map of Gagas catchment.
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Figure 3.3a: Horton's plot showing Strahler order in relation to number of streams,
average stream length, and average eatchment area for Gagas catchment.
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From the Horton's plot the Horton®s ratiog, i.e., the bilurcation ratio (Rg), length ratio
(Ry), and area ratio (R,) are found to be 4,73, 2.63, and 3,37, respectively as shown in
Table 3.2, These values are very close to the corresponding values, e, Ry=4.82, Ry =
2.3% and Ra = 537 for the Gngas watershed derived from canographic data and as
reported by Kumar and Kumar (2008). Further, these values are also within the range as
suggested by Rodriguez-Hurbe and Valdes, le,25<R_ <50, J0=<R, <60 and
.5 R, =4.0. In addition to this, the close fitting of extracted number of stream,
average stream length, average catchment area for different Strahler orders in & straight
line, &s shown in Fig. 3.3, indicates that they are good representative of the calchment.

Table 32: Geomorphological Parameters Exiracted from SRTM DEM Using
ILWIS 3.3 for Gagas watershed

Stream | Total No. Mean Mean Stream Bifureation Stream
Order | of Stream | Stream Stream Area Ratio (Ry) Length
(N) Length | Ares (A) | ratie (R,) Ratio
(L4 (Re)
| 118 2.16 288 5.37 4.73 2.63
2 24 539 17.37 (5.37)* {4.82)* (2.39)*
k] T 12.07 0681
4 i 4] .49 506.00

*Represn: the vaduch nheass from cariagraphin dut by Kumar & Kumar (608)

33 APPLICATION OF THE FPROPOSED MODELS ON GAGAS
WATERSHED

The potentiality of 2PIGD, 2PWD, and 2PNGM models was examined
considering the catchment as ungauged and having partial data availability only, Le., fow
observations from the observed UH, i.e., g, and t, are to be used. As discussed above, six
storm events have been used as given in Table 3.3. For the storm event of June 25, 1978:
when g, is considered to be known and t,, is calculated as follows: using Eq, (3.32), g, =
036263 v wL = 0347 [0.364{2.63)°Y) = 0.617 K'; using Bq. (3.33), ¢ =
1.584(4.73/537)"%2.63% " vL = 1,656 b and f = 0.340 x 1.656 = 0.564. Taking these
values, the estimated parameters of 2PIGD and 2PWD are given in Table 3.2. However,
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for 2PGNM (Rosso, 1984), the parameters are calculated using n = 3,29 x (4.73/5.37)"™
x 263" = 3183 and k = 0.70[2.63/ (4.73x5.37)) ™ x 1,62 = 0.759, as given in Table
3.3. A similar procedure was [ollowed for parameter estimation of the propased models
for the rest of the storm events and the computed values are given in Table 3.2, Using
above parameters, the SUHs were derived using 2PIGD, 2PWD, and 2PNGM methods as
shown in Figures 3.3 to 3.8, For visual comparison, it can be observed from these figures
that the computed UHs are in good matching with the observed LIHs with respect 1o peak
flow rate, time 1o peak, time to base, and overall shape of for all the storm events.
However, the UHs computed by 2PIGD are in much better resemblance than the rest of
the two models, ie, 2PWD and 2PNGM as for as the rising segment, crest segment and

recession segment 15 concerned.

Table 3.3: Storm characteristics and parameters of the three models for partial data
availability condition for Gagas watershed

Date of Storm | UH Characteristics Parameters of:
IPIGD IPWD ZPNGM
Qu(m's) | ty(h) | a b a b n k
June 25, 1978 17.93 2.0 | 6326 | 2820 | 2.421 | 1.926 | 3.183 | 0.759 |
June 20, 1981 4835 20 |62792820( 2404 | 1.926 | 3.183 | 0.753
July 31, 1982 50.40 2.0 |5982 28202290 | 1.926 | 3.183 | 0.718
August 30, 1984 | 46.03 20 | 6583|2820 2520 1.926 | 3.183 | 0.7%0
August 10, 1985 4905 2.0 |'6.160 (2820|2358 | 1.926 | 3.183 | 0.739
August 15, 1985 | 5090 2.0 (594828202277 1.9263.183 | 0.713

To further evaluate the performance of these models, the goodness-of-fit was
evalusted using the following statistical indices: (i) Standard Error (STDER); (ii) Mash-
Suteliffe Efficiency (NSE); and (iif) Root Mean Square Ermor (RMSE), as discussed here.

Standard Error (STDER): it represents the absolute sum of the mismatching aress o
the total hydrograph area, mathematically expressed as (HEC-1, 1990):
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STDER = [[ S U, ~U. YW, }w J W, =(U, —U,)2U,  (340)

where Uy is the i™ ordinate of observed UH, Uy the i ordinate of the computed UTL W,
the weighted value of i UH ordinate, U, the average of the observed UH ordinates, and
N the total number of UH ordinates.

NS-CoefMicient of Efficiency (NSE): It was given by MNash and Suicliffe (1970) on o
scale of 0-100, expressed as:

T H
NSE (%)=1-| ¥ (U, —u,,rfz{[.l__ ~U ¥ k100 (3.41)
[ F] j=l

S0

s —+~OBSERVED UH
= -=-2PIGD UH
% - -—2PWDUH
= ——IPNCGM UH
Bl
§»
= |

10

0
o Fi 4 & 8 10 12 14
Time (hr)

Figure 313b: Comparison between observed and computed UHs for Gagas
citechment for the storm of June 25, 1978,
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Figure 3.4: Comparison between observed and computed UHs for Gagas catchment
for the storm of June 20, 1981,
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Figure 3.5: Comparison between observed and computed UHs for Gagas catchment
for the storm of June 31, 1952,
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Figure 3.6: Comparison between observed and computed UHs for Gagas eatchment
for the storm of August 30, 1984,
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Figure 3.7: Comparison between observed and computed UHs for Gagas catchment
for the storm of August 10, 1985,
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Figure 3.8: Comparison between observed and computed UHs for Gagas eatchment
for the storm of August 15, 1985,

Hoot Mean Square Error (RMSE): [t represents an index ol varistion between
vomputed and observed runoff volues (Madsen et al. 2002; Ienfisu et al. 2003; and
Morndkhani et al. 2004 ), expressed as:

0%
RMSE =[i U, -} / H] (3.42)

The results of the above indices for poodness-of-fit criteria are given in Table 3.4. It can
be observed from the Table 3.3 that 2PIGD model has lower values of STDER and
RMSE and higher values of NSE ns compared to 2PWI and 2PIGD for all the storm

Evients,
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Table 3.4; Storm-wise statistical indices of goodness-of-fit for 2PIGD, IPWD, and

IPNGM models (zagas watershed
Date of Storm Statistical Indices for Goodness-of-Fit:
STDER NSE (%) RMSE

2PIGD | 2PWD | 2PNGM | 2PIGD | 2PWD | 2PNGM | 2PIGD | 2PWD | 2PNGM
June 25, 1978 389 7.19 595 036 | 782 85.1 285| 576 4.65
June 20, 1981 4.22 | 12.08 9.94 97.0 | 754 834 1.86 | 6.13 4.96
July 31, 1982 IL71 ] 19.59 17.08 B76| 653 716 426 | T84| 672
August 30,1984 | 376 | 11.01 .03 65| 700 798| 224| 699 3.69
August 10, 1985 639 | 13.37 11.33 99| 338 67.1 3.77 | 827 .07
August 15, 1985 | 7.31 | 13.50 11,73 B892| 632 722 385, 17 6.64
Average 621 | 1279 1088, 923| &R0 769| 314| 713 5.96

These results indicate the suitability of 2PIGD over 2PWD and ZPNGM models
for SUH derivation from ungauged catchments based on geomorphological model of a
calchment response. [t can be observed from Table 3.4 that the STDER values are found
to vary from 3.76 % to 11.71% with an average value of 6.21 for 2PIGD model; 7.19 to
19.59 with an average value of 12.79 for 2PWD model; and 5.94 to 17.8 with an average
value of 10.88 for 2PNGM model. The RMSE values are found o vary from 1.86 o 4.26
with an average value of 3.14 for ZPIGD model; 5.76 1o 8.27 with an average value of
7.13 for 2PWD model; and 4.65 to 7.07 with an average value of 5.96 for 2PNGM
maodel. Similarly, the NSE values are found to vary from 89.2 to 97.0% with an average
value of 92.3% for 2PIGD model; 55.8 to 78.2% with an average value of 68% for
2PWD model; and 67.1 o 85.1% with an average value of 76.9% for 2PNGM model,
From the overall results (visual comparison as well as poodness-of-fit in terms of
statistical indices), it can be concluded that 2PIGD performs much better than 2PWD and
ZPNGM model for SUH derivation from ungauged catchments.

JAAPPLICATION TO RAMGANGA CATCHMENT

As discussed in section 3.1 part {iv), the best performing model is to be further
applied on the data of Ramgamga catchment for UHs derivation for different dynamic
velocities wsing GIUH (Rodriguez-lurbe and Valdes, 1979) concept and simple
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regression models for g, and 1, are to be developed for direct filed applications. Hence
based on the results obtained from application of the proposed models, the Two-
parameter inverse gamma distribution (ZPIGD) is further applied to the data of
Ramganga catchment as follows.

A general description about Ramganga caichment is given in Chapter 2.0. To
extract the geomorphologic features of the basin, the SRTM data of 3 arc-second
resolution was used. The DEM of Ramganga river basin was prepared from SRTM data
set using [LWIS 3.31 GIS enviranment as depicted in Figure 3.9. The drainage network
was also exiracted from the DEM of Ramganga catchment following the standard
procedure discussed above. Figure 3.10 shows the extracted drinage lines of different
Strahler order of Rampgangs basin and has the highest order of basin as 5, ie., a fifth
order hasin. The maximum length of the river is found o be 172 km. The number of
streams of different orders, length, comesponding area and the extracted geomorphologic
parameters such as drainage area, perimeter of the basin, length of the basin, maximum
and minimum elevation, watershed relief, relief rtio, elongation ratio, mean slope,
drainage density, stream frequency, circulatory ratio, farm facior, Horton's bifurcation
ratio, length ratio, stream-area ratio, ete. are also summarized in Table 3.5.

Using the computed Horton's ratios and the length of highest order stream (L), the
parameters of 2PIGD are estimated For different assumed dynamic flow velocities.
MNotcworthy, the dynamic velocity flow component of GIUH can also be computed using
the approach suggested by Kumar et al. (2002), provided the necessary data such as
characteristics of the cross-sections, roughness coefficients, velocities at different
locations, etc. is available. However in this study the dynamic flow velocily component
eould not be computed due to lack of observed velocities at different lacations.

The computed values of the distribution parameters ¢ & & al various assumed
flow velocities are given in Table 3.5. Finally, using the computed values of a & b al
different Mlow velocitics v, the UHs for different veloeities are computed using Eq. (3.4)
as shown in Fig. 3.11.
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Tahle 3.5: Extracted Geomorphological Parameters for Ramganga Catchmaont

Parameters Value
Area (Knr') 3134
Perimeter (Km) 379.65
Length of Basin (Km) 173
Maximum Elevation (m) 3088
Minimum Elevation (m) 156
Stream Characteristics { Number, Length and Area)
Order of Stream Number | Mean length (Km) Mean area (Km")
1 681 2.17 2.89
2 135 3.45 18.67
3 33 7.28 8529
4 i 24.13 500.57
3 | 101.15 J134.66
Ratios & Other Geomorphological Parameters
Bifurcation ratio (Ry) 5.04
Area ratio (R,) B 545
Length mtio (R) 2.65
Drainage density 0.774
Stream Freguency (Km™) 0173
Elongation Ratio 0.365
Circulatory Ratio 0.273
Farm Factor 0.105
Shape Factor 9.550
Compaciness Factor 1.913
Relief ratio (m/km) 15.792
Dirainege lexturo 2.255
Length overland flow .646
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Table 3.6: Estimated values of Inverse Gamma distribution parameters at different

10

—a— UH{y=8 mig}

velocity for Ramganea catchment
v (m/s) u(hr) b vi{mis) | a {hr) b
| 2 59,0499 2 9987 45 | 29987 26.2444
. 2.5 47.2399 2 9987 5 29687 23.6200
I 3 39,3666 2 5987 55 29987 21.4727
35 | Bans 25987 i 29987 19,6833
L 4 29,5250 2.9987 6.5 29987 18.1602
120 +—— —_
100 =
—=— UH{v=2 mis]
a0 + — UHv=3 fl'ln'l;
—i— LU y=& ms)
IE A mr=htien m)

T

Figure 3.11: UHs derived for Ramganga catchment at different flow velocities using
mverse gamma distribution and geomorphological parameters
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As discussed in section 3.1 part (iv), simple regression models for g, and t; are (o
be developed using the GIUH governing equations given by Rodriguez-lturbe and Valdes
(1979) for direct field applications, where only flow wvelocities are available
Corresponding to different assumed flow velocities, q, and 1, were calculated using the
GIUH govening equations as shown in Figure 3.12. Finally, a linear regression model
was fit to get the simple m:;i:L: redating q, and t, with dynamic flow velocity, expressed
HE]

g =17.149 * V + 0.1361 (R* =0.999) (3.43)
ly = 29.535 * V! Ri=1) (3.44)

where, q; i5 the peak flow rate {m’/s'mm), v is the dynamic velocity of flows (m/s), and y
is the time to peak (hours).

The practical utility of the above models can be undersiood as one can directly
compute the magnitudes of gy and 1, (hence the complete shape of UH) utilizing only the
dynamic flow velocities al a given basin channel section outlel withoul extracting the
geomorphological parameters. Hence, these linear models can be of immense imporiance
for the field engineers as well as hydmulic engineers for design of hydrulic structures
and development of flood prediction and warming systems, particularly for Ramganga

catchment

e ——— —
oap
100 )
P 28
f
: oF
40
10
» :
o - . - 1 - - o |
| ] 1 - 4 § [ 7
| velocty (mis) |

Figure 3.12: Relationship between g and i, with dymamic flow velocity v for
Ramganga catchment
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35 CONCLUSIONS

This study explored the potential of the demsity functions of Two-parameter
Inverse Gamma distribution (2PIGD), Two-parameter Weibull {2PWD) distnibution, and
Two-parameter Nash geomorphological model (2PNGM) for deriving SUH based on
GIUH approach (Rodriguez-liurbe and Valdes, 1979) for limited data availability
condition for Gagas watershed of Rampgsnga catchment. The pgeomorphological
perameters of the calchments were extructed from easily svailable and most updated
SRTM data in ILWIS 3.3 GIS environment. Based on the goodnesss-of-fit (GOF)
criteria, 2PIGD is found to perform significantly better than 2PWD and 2PNGM models.
Finally, the 2P1GD model (the best performing model) was further applied to the data of
Ramgamga catchment for SUHS derivation for different dynamic velocities using GIUH
concept which resulied inio simple regression models for q, and 1, for direct field
applications. These linear models can be of immense imporiance lo the field engineers as
well as hydraulic engineers for design of hydraulic structures and development of flood
forecasting and waming systems, particulerty for Rampanga catchment.
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CHAPTER 4

A REVISIT TO SCS~CN MODEL

Rainfall-munoff’ modeling is now-a-days a dynamically developing Geld of
hydrology and water management. This development is primarily caused by the rapid
progress of computers and information technology. This evolution provides the
mankind with new possibilities to use water as its basic need and al the same time to
evolve an affective protection against if. Rainfall-runofT modeling is meant to model
the hydrological processes of the land phase of the hydrological cycle which inputs
the rainfall and other hydrologic, climatic, and basin parameters and produces the
degired output such as runofl, peak diecharpe ete. In other words, & rainfall - ronoff
model is a hydrological model which determines the nmoff from the rinfall,
Obviously hydrological processes are complex phenomena and ceriain degree of
simplification is always involved in modeling. For estimation of runofT, a number of
models varying from the simplest empirical relations to the most complex physically
based models are available in literature. Since the rainfall data are generally available
for & much longer period than the stream flow dala, long — term hydrologic simulation
helps 1o extend the gauged data required for the applications in waler resources
planning and watershed management. Much of the current research in catchment
hydrology as well as practical management of water resources is based on computer
madels for estimating runoff from rainfall and evaporation data. Most of the modem
rainfall-runofl models that now number in thousands will give relisble results where
some stream flow data are available for calibration of model parameters. However,
wvery little progress has been made in use of these models on ungauged calchments
where calibration data are not available.

The response of the catchment for a particular rainfall event is runoff. Stream
flow representing the runaff phase of the hydrologie cyele is the most important data
for hydrologic studies. The first and foremost requisite for the planning of water
resources development is accurate data of stream flow, or in other words, the surface
runoff for a considerable peried of time to determine the extent and pattern of the
availahle supply of water. The usual practical objective of a hydrelogic analysis is to
deferming the characteristics of the hydrograph that may be expected from a stream
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draining any particular watershed. Surface munofl is that part of the precipitation
which, during and immediately following a storm event, ultimately appears as flowing
waler in the drainage network of a watershed. Such flow may resull from direct
movement of water over the pround surface, precipitation in excess of abstraction
demands, or it may result from emergence of soil waler into drainage ways.

The long-term daily hydrologic simulation is useful in augmentation of
hydrologic dats, water resources planning and watershed management (Mishra and
Singh, 2003, 2004) and is efficacious in describing the performance of a water
resource system under climatic variations of rainfall and other aspects (Koltegoda et
al., 2000), The computer-based lumped, conceptual rainfall-runoff models have been
widely applied in hydrological modelling since they were first introduced in the late
19605 and early 1970s. Among a multitude of models, a few well known and some
recent storage concept-based models worth citing are: Stanford Watershed Model [V
(SWM IV) (Franchini and Pacciani, 1991; Singh, 1989), Boughton model (Johnston
and Pilgrim, 1976; Mein and Brown, 1978), Kentucky Watershed model (Moore et
al., 1983; James, 1972}, Institute of Hydrology model (Nash and Suichife, [970),
HYDROLOG (Poter and McMahon 1976), MODHYDROLOG model (Chiew et al.,
1993), and Hydrology and River Hydroulics st University of Tokushima (HRUT)
model (Yao et al., 1996). Using the storage concept, the Soil Conservation Service
Curve Number (SCS-CN) model has also been widely employed in the past for long-
term hydrologic simulation (Mishra et al., 1998; Mishra and Singh, 2003, 2004).

Estimation of unofl from a particular rminfall event is of vital significance in
planning for imigation, hydropower, flood control, water supply and navigation. [n
general rainfall- runoff’ modeling is basic to design of a wide varicty of hydraulic
structures, environmental impact assessment, evaluation of the impact of climatic
change, imipation scheduling, flood forecasting, planning of tactical military
operation, augmentation of nmoff records, pollution abatement, watershed
management 4 50 o

4.1 ORJIECTIVES

As nmofT data are missing or only available during short periods, they can be
generaied using rainfall — runoff relationship or long- term hydrologic simulation
madels, This analysis however considers the model application to the caichment as a
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whale. This chapter aims at to conceptualize and develop a lumped model based on
the popular SC3 — CN technique for long daily rainfall- runoff simulation model and
lest its workability using the data of Hamganga cetchment, a sub-himalayan
calchment, and further venly its applicability 1o other caichments located in different
geo-hydro-meteorological settings. Finally, the study also compares the model
performance with another lumped conceptual model (Geetha et al., 2007) on different

watersheds,

4.1.1 General Study Layout

The chapter is divided into following sections:

# Envisages the hydrologic modelling and objectives of the study.

¥ Summarizes various rainfall — runofT simulation methods, historical
background, and other specific details relevant to the study.

¥ Deals with development of the proposed long daily runoff simulation model
based on SCS- CN method.

¥ Provides a brief description of the walersheds and the daia available for model

P Provides a discussion of the results of model calibration and validalion and its
comparison with the existing model.

42 RAINFALL - RUNOFF MODELLING

The simulation of rainfall-generated runoff is very important in various
activities of water resources development and managemenl such as flood control and
its management, irrigation scheduling, design of irigation and dinage works, design
of hydraulic structures, and hydro-power generation ete. Iromically, determining a
robust relationship between rainfall and runoff for a watershed has been one of the
mast important problems for hydrologists, engineers, and agriculturists since its first
documentation by P, Perrault (In: Mishra and Singh 2003) about 330 years ago.



4.3 RAINFALL-RUNOFF APPROACHES AND CONCEPTUALIZATION

The process of transformation of rainfall © runoff is highly complex,
dynamic, non-linear, and exhibits temporal and spatinl varability, further affectsd by
many and often interrelated physical factors. However an understanding of various
hydrologic variations (spatial and temporal) over long periods is necessary for
identification of these complex and helerogencous walershed characteristics. The
hydrological cycle is a continuous process in which water circulates from the oceans
through the atmosphere and rivers, and finally backs to the oceans. Among the
various components of hydrological cycle, the term precipitation denotes all forms of
water that reach the earth from the atmosphere, Rain (precipitation) is the major
object of hydrologic cycle and the primary cause of nnoff. The rinfall is subjected 1o
the physical processes which depend on climatological factors like temperature,
humidity, wind velocity, cloud cover, evaporation and evapotranspiration,
topographical features like depressions, slope of the catchments, vegetation and land
use pattern, the soil characteristics like permeability, antecedent moisture contenl and
imrigability chamctenstivs; and the hydrological condition like rock formation,
elevation of water table and sub-surface channels too affect this process considemably,

Runoff is defined as the portion of the precipitation that makes ils way
towards river or ocsan etc. as surface and subsurface flow. Runoff, representing the
response of a calchment o precipilation, reflects the integrated effect of a catchment,
climate & precipitation chamcteristics. Under these influencing parameters, it is
uimost difficult task 1o estimate the likely nunoff from a particular storm. The
precipitation responsible for the nunoff is known as effective precipitation. For a given
precipitation the evapotranspiration, initial loss, infiliration and detention storage
requirements will have to be first satisfied before the commencement of runoff. When
these are satisfied the excess precipitation moves over the land surface to reach
smaller chanmels, The portion of the runoff is called as overland flow and involves
building up of storage over the surface and draining the same. Flows from several
small channels join bigper channels and flows from there and, in tum, combine to
form a large stream and so on Lill the flow reaches the catchment's outlet. The fow in
this mode where it travels all the time over the surface as overland flow and through
the channels as open channel flow and reaches the catchment's outlet is called surface
runoff. A part of precipitation that infiltrates moves laterally through upper crust of
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the soil and returns to the surface at some location away from the point of entry into
the soil. This component of the runoff is known as interflow. Precipitation (rain)
falling on the land surface has several pathways as shown in Figure 4.1.

Effective l:'redprtal.‘-m
I
inﬂlll'fﬂlk:ln
| |
mamﬂm Lm“ﬂm Interflow Groundwater
T flow
I f
B delayed
hHI"I'Hlmr nterfiow

Surface Subsurface
runoff runoff
] I wmrceess ififration
IE‘lH‘J‘I‘IﬂDﬂ B_nggﬂm
— Total Runoff J

Figure 4.1: Generation of runoff from effective rainfall in a catchment (source: -
www.cartage.org.lb/... sourcesofrunoff.him)

The amount of interflow depends on the geological condition of the soil.
Depending upon the time delay between the infiltration and outflow, the interflow is
sometimes classified into prompt interflow or rapid interflow i.e. the interflow with
the least time lag and delayed interflow, Another route for the infiltated water is to
underpo deep percolation and reach the ground water storage in the soil, The time lag
i.e. difference in lime between the entry into the soil and outflow from it is very large,
being of the order of months and years. This pant of unoff & called proundwater
runoff or groundwater flow,



Based on the time delay between the precipitation and the runoff, runoff is
classified into two categories as direcl nmofT or storm rmunofl and base Aow. Direct
runoff is the part of runoff which enters the stream immediately after the precipitation.
It includes surface runoff, prompt interflows and precipitation on channel surfsce. The
delayed flow that resches stream essentially as proundwater flow is called as baze
flow. Rainfall-runoff models may be grouped into two general classifications that are
tlustrated in Figures 4.2 and 4.3, The first approach uses the concepl of effective
rainfall in which a loss model is assumed which divides the ranfall mtensity into
losses and an effective ramnfall hyetograph. The effective rinfall is then used as input
to a catchment model to produce the runofl hydrograph. It follows fram this approach
that the infiltration process ceases al the end of the Storm duration.

Rainfall
n j Eff I.
rainfall
l—[mﬂmaﬁnnmmel
v Runoff
Losses Catchment Model | ————

Figure 4.2: A rainfall-runofl model using effective rainfall
(Source: - www.alanasmith.com/theory-calculating../runofl models.him)

An alternative approach that might be termed as surface water budget model
incorporates the loss mechanism into the catchment model. [n this way, the incident
rainfall hyetograph is used as input and the estimation of infiltration and other losses
s made as an integral part of the calculation of runoff. This approach impliss that
infiltration will continue to occur as lang as the average depth of excess water on the
surface is finite. Clearly, this may conlinue after the cessalion of rainfall. The orgin
of rainfall- runofl modelling, widely used for flow simulation, can be found in the
second half of the 19™ century when engineers faced the problems of urban drainage
and river training networks. During the last part of 19" century and early part of 20®
century, the empirical formulae were in wide use [Dooge, 1957, 1973).
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Figure 4.3; A rainfall-runoll model using a surface water budgel
(Source: - www.alanasmith.com/theory-calculating../runoll models.him)

The approaches were mainly confined to small and mountainous watersheds,
Later attempts were mainly confined io their application to larger caichments. In
1930's the popular unit hydrograph lechniques were developed. With the advent of
computers in 1950°s, sophistication to models through mathematical jugglery was
introduced with the objective of providing the generality of available approaches. The
subsequent era saw the development of a number of models and evoked the problem
of classification. The relation between precipitation (rainfall) and runofT is influenced
by vanous storm and basin charactenistics. Because of the complexities and frequent
pavcity of adequate runoff data, many approximaie formulae have been developed 1o
relate runoff with rainfall. The earliest of these were usually crude empirical
statemnents, whereas the trend now is to develop descriptive equations based on

physical processes.
44 CLASSIFICATION OF HYDROLOGICAL MODELS

The simulation of rainfall-runoff (R-R) relationships has been an unavoidable
issue of hydrological rescarch for scveral decades and has resulted in plenty of models
proposed in literature. In recent decades the science of computer simulation of
groundwater and surface waler resources systems has passed from scattered academic
interest to & practical engineering procedure. A few of the most descriptive
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classifications are presenled. The available hydrological models can be broadly
classified into Deterministic vs. Stochastic / Probabilistic, Conceptual vs. Physically
Based Models, Lumped Models vs. Spatial Distributed Models, a brief description of
which is provided as follows:

44.1 Deterministic vs. Stochastic / Probabilistic models

Water balance models can be referred to as “deterministic™ if the statistical properties
of input and output parameters are not considered. On the other hand, probabilistic
models include random variations in input parameters, whereby known probability
distributions are used to determine stalistical probabilities of oulputl paramelers; i.e.
delerministic models permit only one ouicome from a simulation with one set of input
andd parameter values. Stochastic models allow for some randomness or uncertainty in
the possible outcomes due to unceriainty in imput vaniables.

4.4.2 Concepiual vy, Physically Based Models

Conceptual models rely primarily on empirical relationships between input and output
parameters. These are based on overall observations of system behaviour (sometimes
called “black box™ models). The modeling sysiems may or may not have clearly
defined physical, chemical or hydraulic relationships. Physically based models seck to
describe weter movement based on physical laws and principles. This may result in
more reliable descriptions of waler balance relationships. This type of model demends
appropriate data for input and requires decumentation of processes and assumptions.

44.3 Lumped Models vs. Spatially Distribuied Models

Lumped models treat a sub-watershed as a single system and use the basin-wide
averaged data as impul parameters. This method assumes that the hydrologic
characteristics of sub-watersheds are homogencous. A spatially distributed model
accounts for varistions in water budgel characteristics. Various methods are available,
such as division of the watershed into grid cells or use of Hydrological Similar Units
(HSU). For example, a grid cell model uses data for each grid cell inside the basin to
compute flow from cell to cell. By this method, the spatial vanation in hydrologic
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characteristics can be handled individually (i.e. assuming homogeneity for each cell),
and therefore, may be a more appropriate treatment. Spatially distributed models are
ssuitable for GIS applications.

In this study a simple, lumped, conceptual, and empincal Soil Conservation
service Curve Mumber (SCS5-CN) method has been used in long-term hydrological
ﬁimuimiurh Here, it is notable that since its inception im 1956, the SCS-CN
mﬁthﬂ.d.rmmpl has been employed in several ficlds ether than the onginal intended
SnEs ic. event-based mainfall-nmoff modelling. An updated review this method is

wided in Appendix-III. The forthcoming section presents SCS-CN method in brief
and jts application to long-term hydrologic modelling.

4.5 SCS-CN METHODOLOGY
The curve number is used io determine the amount of rainfall-excess that
from a rainfall event over the basin, This methodology is a standard hydrologic

mﬂh’"ﬂ technique that has been applied in a variety of setiings and the development

il prl_iﬂﬁﬂﬂ of the curve number is well documented in Section 4 of the National
Eﬂﬁﬁﬂﬁgﬂmﬂbﬂukﬂ*IEH}hl 1956, The Natural Resource Conservalion Service -
. pumber (NRCS-CN) model, formerly known as Soil Conservation Service -
Curve number (SCS-CN) model (SCS 1936, 1964, 1969, 1971, 1972, 1985, 1993), is
of the popular models for computing the volume of surface runofl from smmall to
mmﬂsw agricultural watersheds for a given rainfull event The SCS-CN
echnigue (USDA, 1972} is an empirical method based an the characteristics of soil
1mdum_m:l the hydrological condition in the watershed. It is a well known and
mulﬂlﬂhmﬂtﬂﬂﬁﬂﬂt:dimﬂmﬂ‘ﬁnmminﬁll]hismﬂuiqu:w

-nn"lBi-ﬂﬂnY derived from the examination of annual flood event data. Its application is

perefore most suited to designs invelving high runoff events (Young et al., 2006).

i though the curve number technique is appropriately used for rainfall — runoff

wmtﬁlﬂuwh it has also been widely used in a number of continuous simulation

types

ractical

ﬂnﬂﬂﬂ“ 1 GRS
The SCS-CN model converts rainfall to surface runoff (or rainfall-excess)

ﬂr@zwm‘ called corve number (CN) which is derived from watershed
L
1.1..siu|:!. . ics i S-day antecedent rainfall, Some of the reasons for its popularity

ﬁml;f.ﬂ“hmph (Bales and Betson, 1981); (2) it is a familiar procedure that has
are
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been used for many years around the world; (3) it is computationally efficient; (4) the
required inputs are generally available; and (5) it relates runof to soil type, land use,
and management practices. The use of readily available daily minfall is particularly an
important input to the SCS-CN model. This model however has ils own limitations
and assumptions, which lead to many questionable arguments on its applications.
Since ils inception, the SCS-CN model has been improved, extended and modified in
VAROUS Ways

The method which is derived to compute the surface runoff from rainfall in
small agricultural watersheds is based on waler balance equation and the two
hypothcses (SCS, 1956; Mishra and Singh 1999, 2003). The curve numbers arc a
function of the land use type, soil texture type, hydrologic condition and aniecedent
moisture condition {AMC). Estimation of it requires mapping of the soil and land nse
with the drainage basin boundaries and specification of unique soil texture type.

The SCS curve number method s a simple, widely used and efficient
method for determining the direct runoff from a rainfall event in a particular area.
Although the method is designed for a single storm event, it can be scaled to find
average annual runoff values. The requirements for this method we very low,
ramfall amount and curve number. ‘The corve number is based on the area's
hydrologic soil group, land use, treatment and hydrologic condition; the former two
being of the greatesi imporiance, In the SCS-CN-based long-term hydrologic
simulation, daily computation of direct surface runoff largely depends on AMC
dependent CN. The computed direct surface runoff (or rainfall excess) is routed to
the outlet of the catchment. Since the SCS-CN method is an infiltration loss model
{Ponce ond Hawkins, 1'996), a portion of the infiltrated water is taken as base flow
routed to the catchment outlet. The total runoff is the sum of the routed direct
surface runoff and base flow.

The existing SCS-CN method (3CS, 1956) consists of the following three
equations (Mishra and Singh, 2003 ):

Water Balance Equation:

P=l,+F+Q (4.1)

Proportionality Hypothesis:
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2.2 42)

L, =AS (4.3)

where P = total rainfall, I, = initial abstmaction, F = cumulative infiltration, () = direct
surface munofl, § = potential maximum relention, and A = initial sbstraction
coefficient. All quantities in above equations are in depth or volumetric unit.
Combination of these equations leads to the following popular form of the SCS - CN
method, expressed as:

TP-1,+8

Here, P > |, and () = 0 otherwise. By using the volumetric concept of soil water air,
Mishra (1998) defined S as the maximum amount of space available in the soil profile
under given antecedent moisture. The relation between S and CN is usually expressed
in Sl units as:

25400
S=—n—-254 4,
oN (4.5)

where S 15 in mm and CN = curve number. CN is taken as CNy valid for AMC I1
(normal condition), for the first five days beginning from the first day of simulation
(June 1 to June 5). As the time (day) advances, CN varies with AMC levels (Hawkins
1978; Mishra et al. 1998) dependent on the amount of antecedent rainfall (ANTRF):

ANTRF=Pir 1yt Pzt Pr-ntP et Pi-n {4.6)
where, | = current day, and P = rainfall of the respective day. AMC 1l (average or

normal condition) is taken as the basis from which adjustments to daily curve
numbers are made so that they correspond to AMC 1 or AMC III (Hjelmfelt, 1991),
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Different AMC class limits (Table 4.1) are provided for the dormant and growing
seasons based on five-day antecedent precipitation, i.e., ANTRF and presented in
(Mishra et al., 1998: Ponce, 1989; Hawkins et al., 1985).

Variation in curve numbers based on the iotal rainfall in the five days
preceding the storm under consideration (Woodward and Croshney, 1992), CN; of 1
day which corresponds to CNy 15 converted to CNy or CNyy; as follows (Hawkins et
al., 1985):

CN
CN, = : 4.
' 23-0.013CN, “n

CN
CN,, = L 4.
" 0.43-0.0057CN,, (+:5)

Table 4.1: Antecedent Moisture Conditions

AMC Total 5-day antecedent rainfall (em)
Dormant season Growing season
I Less than 1.3 Less than 3.6
[ 131028 36153 —
I More than 2.8 Maore than 5.3

which are valid for AMC [ or AMC II1.

46 AYAILABLE LONG-TERM SIMULATION MODELS

Long-term  hydrological simulation is required for augmentation of
hydrological data. It is useful for water resources planning and watershed
management. Long-term daily flow data are specifically needed for analysis of water
availability, computation of fortnightly or monthly flows for reservoir operation and
drought anelysis. As the rainfall data are generally available for much longer periods
than the stream-flow data, long-lerm hydrological simulation helps exiend the gauged
streamn-flow data required for the applications.

There exist a multitude of models for hydrological simulation. Tn 1991, the 1.
S. Burean of Reclamation prepared an inventory of 64 watershed models into four
categorics and the inventory is currently being updated. Burton (1993) compiled
Proceedings of the Federal Interagency Workshop on Hydrologic Modeling Demands
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for the 1990, which contains several important watershed hydrology models. Singh
(15995) edited a book that summarized 26 popular models from around the globe. The
subcommitiee on hydrology of the Interagency Advisory Commitiee on Water Data
(1998) published Proceedings of the First Federal Interagency Hydrologic Modeling
Conference, which contains many popular watershed hydrology models developed by
federal agencies in the USA. Wurbs (1994) listed a number of gencralized water
resounces simulation modeds in seven categories and discussed their dissemination.

The hydrological models vary in descnption of the components of the
hydrological cycle, degree of complexity of inputs, number of parameters to be
determined, time interval used in simulation, error and risk analyses, and output
generated. Mast of the models, such as the Hydmologic Simulation Package Fortran
(HSPF), USDAHL (Holtan and Lopez, 1971) and its variants, System Hydrologic
Europeen (SHE) (Abbott et al., 1986a, b), Hydrologic Engineering Centre Hydrologic
Modeling System (HEC-HMS) (HEC, 2000}, etc.. have a number of parameters,
usually use a short time interval, produce hydrographs as well as water yicld and
provide continuous simulation. The HSPF and SHE models are not applicable to
mngauged watersheds for the reason that their application requires a priory calibration
with measured runofl data for each watershed. The USDAHL model can, however, be
used for ungauged watersheds, but the prediction accuracy 15 not commensurate with
the input detail. These models are betier suited for detailed scientific, hydrologic
studies. Holtan and Lopez (1971} found the USDAHL model to explain about 90% of
the variation in the monthly runoff for four watersheds up to 40 sq. km. The Hann
(1975) model has four parameters, uses a - d tUme interval (except for a 1- d interval
is uwsed during rains), has simple inputs, and only outputs the runoff velume. In
testing, this model was reporied 1o explain about 80% of the variation in the monthly
runoff from 46 watersheds of generally less than 100 sq. km. However, no provision
exists for estimating the parameters of this model for its employment o ungauged
walersheds. Woodward and Gburek, (1992) compared some of the available models
and found them widely varying in their degree of success.

Despite their comprehensive structure, many of these models have not yet
become standard tools in hydrological practice in developing countries, such as India,
Pakistan, Nepal, and other countries of Asia as well as African countries. The reason
is twofold, First, most basins in these countries are ungauged and there iz little
hydrological data available. Second, these models contain too many parameters,
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which are difficult to estimate in practice and vary from basin to basin. Although
some of these models have been applied 1o ungauged basins, the fct is that they are
not easy for practical applications. Furthermore, when these models are compared on
the same basin, they are found widely varying in their performance (Woodward and
Ghurek, 1992). Thus, what is needed in developing countries is simple models which
can provide reasonable simulations and need few data, The Soil Conservation Service
Curve Number (SCS-CN) based simulation models do satisfy these criteria.

The SCS-CN method is an infiliration loss model and, therefore, its
applicability is supposedly restricted to modelling storms (Ponce and Hawkins, 19946).
Notably, the SCS — CN method is theoretically applicable (o any watlershed of any
size ns long as the measured runoff corresponds to the observed rminfall amount
(Mishra and Singh, 2003). However, some restrictions regarding its application to
walershed of less than 250 sq. km, for practical reasons, have been reported in
literature (for example Ponce and Hawkins, 1996). Using theoretical arguments, it is
possible to apply the SCS-CN method for long-term hydrological simulation to any
basin. It is for this reason that the SCS — CN method computes the rainfall - excess
that equals the direct surface runoff. In large watersheds, routing plays an impartant
role in converting the rainfall-cxcess o the surface runoff hydrograph produced at the
basin outlet. On the other hand, small watersheds require minimal routing in long-
erm hydrological simulation utilizing s time interval of | day or larger.
Consequently, the SCS-CN method has been used on small basins for long-term
hydmological smulation and several models have been developed in the past two
decades. The models of Williams and LaSeur (1976), Huber et al. {1976), Hawkins
(1978), Knisel (1980), Soni and Mishra (1985) and Mishra ct al. (1998) are notable,

46.1 Williams-LaSeur {1976) model

Williams and LaSeur (1976) proposed a model based on the existing SCS -
CN method which is based on water balance eguation and two fundamental
hypotheses (methodology). The SC5 — CN parameter potential maximum retention 8
is linked with the soil moisture (M) as:

M=§, -8 (4.9)
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where, Suw i5 (he absolute polential maximum retention equal to 20 mnches. M is
depleted continuously between storms by evapolmnspiration and deep slorage.
Depletion is high when soil moisture and lake evaporation is high, the most mpid
immediately afier & storm (high M). M is sssumed to vary with the lake evaporation

s

d(M) 2
=-bM'E 4.10
; : (4.10)

where, 1 is the time, by is the depletion coefficient, and E is the lake evaporation. Eq.
(4.2) represents a second- order process. The lake evaporation is used as a climatic
index. According to Williams and LaSeur, Eq. (4.10) works well for the average
monthly valees for nunofl predictions. They found their model to perform poorly
when daily pan evaporation and temperature were used as climatic indices. From Egq.
(4.10) M is solved as:

TR @.11)
10+b M3 E,
p=

where, M is the soil moisture index at the beginning of the first storm, M, is the soil
moisture index at any time L, E; is the average monthly lake evaporation for day t, and
T is the number of days betwesn the storms.

For model operation, the amount of water infiltrated during a rainstorm (=
rainfall P - direct surface runoff Q) is added to the soil moisture. The rainfall of the
first day of the T - day period is added t M before Eq. (4.11) is solved. However,
runofT is not abstracted from rainfall until the end of the T — day period, for the reason
that runcfT lags rainfall and may be subjected to depletion for several days on large
watersheds. Thus Eg. (4.11) is modified for rainfall P as:

M, = M+P, -0 (4.12)
1L.O+b MY E,
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where, P and Q are, respectively, the rainfall and runell for the first storm. The
retention parameter S is computed from equation 3 = Sy, — M for S, = 20 inches for
computing runoff for the second storm using the popular form of the existing SCS —
CN method, expressible as:

P-0.25)
Q={P+uarj 15

The procedure is repeated for each storm in the rainfall series. Thus, the Williams and
LaSeur model can also be applied to the pre- identified rainstorms other than | day,
The model is calibrated with data from a gauged watershed by adjusting the depletion
coefficient, b, until the predicted avernge annual runoff matches closely with the
measured average annual runoff. The initial estimation of by is denived from the
average annual rainfall and runoff values as:

_AVP-AVQ -

op
365

where, DP is the average daily depletion, AVP is the average annual rainfall, and
AV is the average annual runoff. The value of b, can be computed from Eq. (4.12)
assuming that {a) T = 1; (b} M is the average soil moisture index, M. (c) E is the
averapge lake evaporation; and (d) P= Q=0 for the day. For this situation, Eq. (4.12)
can be recast as:

M
M, =—2— 4]
1.0 +bM,E, s

In which, M, is computed from equation S=—ID and § = Sis— M for CN

corresponding o AMC II. The average daily depletion computed from Eq. (4.14) is
sel equal to the change in soil moisture for | day as:

DP = Ma—M, (4.16)
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Combining Eqs. (4.15) & (4.16), one obtains

M
DP=M, ———2—— 4.1
o (4.17)
From which b, can be derived as;
= (4.18)

b=
©EM,(DP-M, )

The simulation begins | year before the actual calibration period because of a prion
determination of the initial soil moisture index. At the end of one year, the soil
moisture is taken to represent the actual s0il moisture conditions. Here the initial
estimate of M is M.

In bref, the Williams—LaSeur model has one parameter, uses a 1-day or any
other pre-determined time interval, has simple inputs and only cutputs the runoff
volume. It climinates, to certain extent, sudden jumps in the CN values when
changing from one AMC to the other. Its operation requires (i) an estimate of the
AMC-IT curve number, (ii) measured monthly runoff, (iii) daily rainfall and (iv)
average monthly lake evaporation. The model-computed De forces an agreement
between the measured and the predicted average annual nunoff. The model can be
applied advantageously to nearby ungauged watersheds by adjusting the curve
number for the ungauged watershed in proportion to the ratio of the AMC-II curve
number o the average predicted curve number for the calibrated watershed.

The model, however, has its limitations. It utilizes an arbitrarily assigned value
of 20 inches for S and simulates munoff on monthly and annual bases although
runoff is computed daily, treating rainfall of a day as o storm. Several adjustments for
be loss the physical soundness of the model apart from the undesirable loss of 1-year
rainfall-runoff information (Singh et al, 2001). Owing to physically unrealizable
decay of soil moisture with lake evaporation, the model contradicts the SCS-CN

appragch, a5 shown below,
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Taking Sws = So = 8. which represents S at the beginning of a storm under
fully dry conditions, equation M = Sy, — S can be written for time € as: M, = Sg— S, if
S, =0 at time t=0, M, =5,. Its substituticn intc Eq. (4.11) leads to

1
(B =5,)/58, —m (419

where, E is the average rale of evapotranspiration. Here, (So S0 / S5 = F/ S,
consistent with the description of Mishra (1998} and Mishra and Singh (2002a, b).
With the asumption that P/ Sy =bcSely and I, = 0 (here, Pt = umform rainfall
intensity i, = b, S¢°E), a substitution of these relationships into equation P = I, + F + Q
yields = PSg(S¢+P), which actually holds for F in the existing SCS-CN approach,
rather than (), and therefore, Eq. (4.11) is physically unrealizahble.

4.6.2 Hawkins Model

Hawkins (1978) derived a daily simulation model by expressing Eqg, (4.13) as:

Q=P- lz-ﬂ:jm] (4.20)

which is valid for P = 025, It is evident from this equation thalt as P— = the
maximum possible water is equal to 8, and it is computed as:

§-128 (4.21)

which can be derived from equation S¢= (1 + L)S, assuming A = 0.2. Substitution of

gt S=%— 10 for S into Eq. (4:21) yields a storage rélation for any time 1

sl
Sy =1.28, = |.z{$—m] (4.22)
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where, subscript ‘t' represents the time level. Taking mio account the
evapotranspiration (ET), the maximum water loss at a higher time level {1 + At),
where At is the storm duration, can be derived from the moisture balance as:

Sqicents = Sty +1ET = [P—Q}.;.,.mf (4.23)

where, the last term in the bracket corresponds Lo the At duration between time t and
(t+At), denoted by subscript (i, t+At). Following the above argument, Eqg. (4.23) can
be allematively written as:

Smieeany = 1.2 Spreay) (4.24)

Here it is noted that ET also intuitively aceounts for the interim drainage, if any.

Coupling of Eq. (4.23) with Eq. (4.24) and substitution of equation E—%hlﬂ into

the resulting expression leads to
_z[m—_ —10} [ET-(P-Q),.0q =1 z{-— - Iﬂ] (4.25)
which can be solved for CNy.y, 83:
B 1200 (4.26)

L1 TS

1200 BT - (-]

Since ET, P, O in Eq. {(4.26) correspond to the time duration At and these are known
quantities, () can be computed from Eq. (4.13) for a given CN,. Input of these values
along with the known value of ET yields CN at time level (1+At).

It is apparent from the above that the Hawking model accounts for the site
maoisture on & continwous basis using the volumeirie concept. It is worth emphasizing
here that the Hawkins model is analogous 1o a bottomless reservoir, implying that the
reservoir pever depletes fully or the reservoir is of infinite storage capacity. Such a
description is, however, physically realizable in terms of @ - 0 relationship, according
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to which § is directly proportional to the average y which approaches infinity as 6—
0. Under the situation that the soil is fully saturated or 8- 7 (seil porosity), ¢— 0,
Thus, similar te S, S; will also vary from 0 to =. Following this argument, S, = 20
inches in the Williams—LaSeur model appears to be a forced assumption. While
applying the Hawkins model, Soni and Mishra ([985) else employed a similar
assumption by fixing the depth of the soil profile fo the root zone depth of 1.2 m for
computing 5.

The advantage of the Hawkins model is that it also eliminates sudden quantum
jumps in the CN values when changing from one AMC level 1o the other, similar to
the Williams-LaSeur model. However, the Hawkins model also has the following

1. It does not distinguish the dynamic infiltration from the stalic one, The waler
drained down to meet the waler table may not be available for evapotranspiration,

1. The interim drainage is coupled with the evapotranspiration intuitively,

3. According to the model formulation (Eq. (4.20)), the term (1, + 8) takes part in the
dynamic infiltration process, rather than the S alone, where 1, = initial abstraction.
As the initially adsorbed water (= ;) as a result of very high capillary suction is
not available for transpiration, [, does not play a parl in the dynamic infiltration
process,

4. The follow up of the above 3 leads 10 the assumption of the 3CS-CN method to be
hased an the (I, — 5) scheme, whereas |, is separate fram S. It is noted that the
Hawkins model considers the maximum F amount equal to (T, +5)

5. Substitution of P = 0 in Eq. (4.20) yields Q = 0.058, which is impossible.
Although equation P =1, + F + Q, where P = Total rainfall, F = Actual infiltration,
Q@ = Direct surface runofT is stated to be valid for P > 0.25, Eq. (4.20) carries its
impacts by allowing an additional storage space of 20% of 8 available for water
retention at every time level and, in turn, leads 1o unrealistic negative infiltration
at P — 0, Thus, S at time t (= 5;) comresponds to CN at time t (= CNy). Eq. (4.20)
therefore needs modification by substitution of 1000 for 12040,



4.6.3 Pwndit and Gopalakrishnan (1996) Model

Pandit and Gopalakrishnan (1996) suggested a continuous simulation model
for computing the annual runofl” for determination of annual pollutant loads. This
model is specilically useful for urban areas charactenzed pnmanly by the percentage
imperviousness, and involves the following steps.

1. Determine the pervious curve number for AMC II.
2. Determine the directly connected impervious area of the urban watershed

sccording to SCS (1956).

3. Estimate the daily runoff depth for bath pervious and impervious areas
separately using Eq. (4.13).

4. Determine the actual AMC based on the previous S-day rainfall and
modify CN as:

N, = Na ¢ =0,996 and SE = 1.0 CN (4.270)

2.281-0.0128ICN,,
Ny, = ity . = 0,994 and SE=0.7 CN (4.27b)

0.427-0.00573CN,

CMsg are modified such that these do not exceed 98, NEH - 4 identified
three antecedent moisture conditions (AMC): AMC I, AMC II, AMC 111
for dry, normal and wet conditions of the watershed, respectively. As
shown in Figure (4.4), AMC | comesponds to the lower enveloping CN,
and AMC Il the upper enveloping CN. NEH- 4 provides conversion table
from CN for AMC II to cormesponding CNs for AMC [ and AMC I11.

5. Calculate the yearly storm runoff depth by summing the runoff for each
.day.

In summary, the method is very simple, allows sudden jumps in the CN values
and ignores evapotranspiration, drainage contribution and walershed routing. Since
routing is ignored, it is useful for small watersheds, where routing is minimal in daily
nmoff computation. This model is a specific form of the Mishra et al. (1998) model
described subsequently.
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Figure 4.4: Determination of CN for AMC 1 throagh AMC 111 using existing

SCS-CN method
464 Mishra et al Model

The Mishra et al. (1998) model assumes CN variation with time t dependent
on AMC {Ponce and Hawkins, 1996) only. The computed rainfall-excess ) (Eq. 4.13)
is transformed to direct runoff amount D), using & linear regression approach,
analogous o the unit hydrograph scheme. Taking base flow (Oy) as & fraction of F
along with the time lag, the total daily flow, Q, is computed as the sum of DO, and
Oy. The model parameters are oplimized ulilizing the objective function of
minimizing the errors between the computed and observed data.

The initial value of CN = CNg at the start of simulation, an optimized valve,
corresponds to AMC 11 Thus,

§=8, for §2>8, (4.28)

where 5; cormesponds to CNg, derivable from Eg. (4.5).

The potential water retention is defined as the maximum possible pore space
available for retention of moisture in the soil store after the loss, which is in the form
of evapotranspiration and the cutfllow in the form of base flow. Polential maximum
retention § iz the maximum depth of storm rainfall that could potentially be abstracted
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by a given site (Ponce and Hawkins, 1996). The potential retention on the current day
is calculated by considering the space availability after evapotranspiration and
infiltration inputs, as below:

8= Sp-1y — (1 — b)Fp-1y + EVpyy (4.29)

where 3, = space available for water retention for the current day; 5= previous day’s
potential maximum retention (mm}; EV-, = previous day’s evapotranspiration (mm),
computed using Penman coefficients taken as 0.8 for June - September, 0.6 for
October—January, and 0.7 for February-May; and F.| = previous day's infiltration
{mm), computed using the water balance equaticn

Fir-ty = P -ty = a1y = ROy (4.30)

Here, if Py = 0, F; = 0. The quantity (1-bJ Fgyy is assumed to be a part of the
infiltration available in the soil store on the previous day for balancing the soil storage
for moisture retention, and byis taken as & factor describing base flow.

Base flow is assumed to be a fraction, &, of infiltration I and it is routed to the
watershed outlet using the lag and route method as follows:

Qe aci™ Def (4.31)
where NLAG = lag parameter.

The advantage of the above Mishra et al. (1998) model is that it allows the
transformation of rainfall-excess to direct runofl and takes into account the base flow,
enabling itz application to even large basins. The model, however, has the following

1. It does not distinguish between dynamic and static infiltration, similar o

the Williams-LaSeur and Hywkins models.

2, It allows sudden jumps in CN values when changing from one AMC o

another AMC level.
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3. The use of a linear regression eguation invokes the problem of mass
balance, for the sum of the regression coefficients is seldom equal 1o 1.0 in
long-term hydrological simulation.

4. The base flow is taken as a fraction of F, which is not rational. The water
retained in the soil pores may not be available for base flow, rather the
water that percolates down to meet the water table may appear at the outlet
as base flow.

Thus, there exists a need for an improved model that eliminates for the most part of
these limitations, leading to the formulation of a model based on the modified SCS-
CN method (Mishra and Singh, 2002a; Mishra et al., 2003). In the present work, since
the SCS—CN concept is utilized for computation of base flow, which is an inlegral
part of total munoff from the watershed, a brief review of baseflow computation is in
order.

4.7  BASE FLOW COMPUTATION

Base flow analysis, with a wide availability of methodologies, is a valuable
strategy to understand the dynamics of groundwater discharge to streams. Stream flow
data is commonly collected and made publicly available, 5o is amenable to desktop
analysis prior to any detailled feld investigations. However, it is importanl 1o
remember that the assumption that base flow equates to groundwater discharge is not
always valid. Waler can be released into streams over different timeframes [rom
different storages such as connected lakes or wetlands, snow or stream banks. As the
hydrographical record represents a net water balance, base flow is also influenced by
any waler losses from the stream such as dirccl evaporation, transpiration from
riparian vegeiation, or seepage into aquifers along specific reaches. Waler use or
management activities such as stream regulation, direct waler exiraction, or nearby
groundwater pumping can significantly alter the base flow component. Hence, careful
consideration of the overall water budget and management regime for the stream is

required.
Subsurface runoff analysis considers the movement of water throughout the

entire hydralogie cyele. The prediction of subsurface runoff is performed with models
of varying complexity depending on the applicstion requirements and constraints, The
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models used may be categorized as event-oriented or continuous simulation. Event-
oriented models utilize relatively simple techniques for estimating subsurface
contributions to a flood hydrograph. Continuous simulation models continuously
account for the movement of waler throughout the hydrologie cycle. Continuous
accounting of water movement invelves the consideration of precipitation, snow melt,
surface loss, infiltration, and surface transport processes that have been discussed
previously, Other processes that need to be considered wre evapotranspiration, soil
maisture redistnibution, and groundwaler transport.

A stream hydrograph is the time-series record of stream conditions (such as water
level or flow) at & gauging site. The hydrograph represents the aggregate of the
different water sources that contribule lo stream flow. These components can be
subdivided into quick flow and base flow.

(i)  Quick flow — the direct response to a minfall event including overland
flow (runoff), lateral movement in the soil profile (interflow) and direct
rainfall onto the stream surface (direct precipitation), and;

{iiy DBase [low — the longer-term discharge derived from natural storages.

The relative contributions of quick flow and base flow components change through
the stream hydrographic record. The flood or storm hydrograph is the classic response
to & rainfall event and consists of three main stages (Figure 4.5).

(i  Prior low-flow conditions in the stream consisting entirely of base flow at the
end of a dry period;

(i)  With rainfall, an increase in stream flow with input of guick flow dominated
by runoff and interflow. This initiates the rising limb towards the erest of the
flood hydrograph. The rapid rise of the stream level relative to surrounding
groundwater levels reduces or can ¢ven reverse Lhe hydraulic gradient towards
the stream. This is expressed as a reduction in the base flow component at this
stage;

{itiy  The quick flow component pesses, expressed by the falling limb of the flood
hydrograph, With declining stream levels timed with the delayed response of a
rising water table from infiltrating rainfall, the hydraulic gradient towards the

stream increases. Al this time, the base Mlow component starts increasing, At
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same point along the falling limb, quick flow ceases and streamflow is again
entirely base flow. Owver lime, base flow declines as natural storages are
gradually drained till the dry period is up and until the next significant raintall
Ve,

Another complication is that base flow is also influenced by any water losses

from the stream. The hydrographic record essentially represents the net balance
between gains o and losses from the stream. These losses include direct evaporation
from the stream channel or from any connected surface water features such as lakes
and wetlands, franspiration from riparian vegetation, evapotranspiration from source
groundwater seepages, leakage to the underlying agquifer, or rewetting of stream bank
and alluvial deposits (Smakhtin, 2001). These processes are often aggregsied into a
transmission loss for the reach of the stream. Specific activities that can influence
base Aow include:

(i)

{ii)

(i)

(iv)

(¥)

(vi)

Stream regulation where flow is controlled by infrastructure such as dams or
weirs. Releases from surface water storages for downstream users can make
op the bulk of stream flow during dry penods. Hase flow analysis should be
undertaken in unregulated reaches, or 8t least the regulaled catchmenl area
should be no more than 10% of the catchment area of the stream flow gauge
(Neal et al. 2004);

Stream regulation where flow is controlled by infrastructure such as dams or
weirs. Releases from surface water storages for downstream users can make
up the bulk of stream flow during dry perieds. Base flow analysis should be
undertaken i unregulated reaches, or at least the regulated caichment area
should be no more than 10% of the caichment area of the stream flow gauge

(Neal et al. 2004);

Direct pumping of water from the stream for consumptive uses such as
irrigation, urban supply or industry;

Artificial diversion of waler into or oul of the siresm as parl of inler-basin
transfer schemes;

Direct discharges into the stréam, such as from sewage treatment plants,
industnial outfalls or mine dewatering activities;

Seasonal return flows from drainage of irrigation areas;
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Figure 4.5: Components of a typical Mlood hydrograph

(vii) Artificial drainage of the floodplain, typically for agricultural or urban
development, which can enhance rapid runofl and reduce delayed drainage;

{viif) Changes in land use, such as clearing, re-afforestation or changes in crop type,
which can significantly altsr evapotranspiration rates,

{ix) Groundwater extraction, sufficient 1o lower the waler lable and decrease or
reverse the hydraulic gradient towards the stream. Careful consideration of the
overall water budget and management regime for the stream is required before
the assumption that base flow equates to groundwater discharge can be made.

Several methods for base flow separation are used when actual amount of base flow is
unknown. During large storms, the maximum rate of discharge is only slightly
affected by base flow, and inaccuracics in scparation arc foriunately not important,



4.7.1 Base Flow Separation

From the hydrological process view point, baseflow is considered to be that
component of the total flow hydrograph that is derived from runoff processes that
operate relatively slowly. Thus many of the waditional hydrograph separation
approaches have focused on trying to distingwish between rapidly occurring surface
nmoff, slower moving mterflow and even slower discharge from groundwater,
However, the conceptual basis for such distinctions can only really apply in small
calchments where differential travel times, due 1o distance from the catchment outlet,
play a minor role. In larger catchments the situation is far more complex and
hydrograph shapes can be affected by a multitude of processes, some dominated by
lopography, others by subsurface (soils and geology) characteristics and others by
spatial variations in rainfall inputs.

Baseflow separation technigues use the time-series record of stream flow to
derive the baseflow signature. The common separation methods are either graphical
which tend to focus on defining the points where basefllow intersects the rising and
falling limbs of the quickflow response, or involve filtening where data processing of
the entim stream  hydrograph denves & 2 base flow  hydrograph
(www.connectedwater. pov.au/ framework/baseflow_separation).

4.7.1.L.Graphical Separation Methods

Uraphical methods are commonly used o plot the basellow component of a
flood hydrogrph event, including the point where the baseflow intersects the falling
limbh (Figure 4.6). Stream flow subsequent lo this poinl is assumed (o be entirely
baseflow, until the start of the hydrographic response to the next significant rainfall
event, These graphical approaches of partitioning baseflow vary in complexity and
include
()  An empirical relationship for estimating the point along the falling limb where

quickflow has ceased and all of the stream flow is baseflow;

¥
D = 0.827A (4.32)
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where, D is the number of days between the storm crest and the end of quickflow, and
A is the area of the eatchment in square kilometres. The value of the exponential
constant (0.2) can vary depending on caichment characteristics such as slope,
vepetation and geology.

(i) The constant discharge method assumes that baseflow is constant during the
storm hydrograph. The minimum stream flow immediately prior to the rising
limb is used as the constant value.

(ilf) The constant slope method connects the start of the rising limb with the
inflection point on the receeding limb, This assumes an instanl response in
baseflow to the rainfall event

{iv) The concave method attempts to represent the assumed indtial decrease in
baseflow during the climbing limb by projecting the declining hydrographic
trend evident prior to the rainfall event to directly under the crest of the flood
hydrograph (Linsley et al. 1958), This minima is then comnected to the
inflection point on the receding limb of storm hydrograph 10 model the
delayed increase in basellow.

{v)  Using the trends of the falling limbe before and after the storm hydrograph to
sel the bounding limits for the baseflow component.

(vi) Using the Boussinesq equation as the basis for defining the point along the
felling limb where all of the stream How is base flow.

4.7.1.2 Filtering Separation Methods

The base flow component of the streamflow time series can also be separated
using data processing or filtering procedures, These methods tend not o have any
hydrological basis but aim 10 generate an objective, repeatable and easily automated
index that can be related to the base flow response of a catchment. The base flow
index (BF1) or relisbility index, which is the long-term ratio of base flow to total
streamflow, is commonly generated from this anelysis. Other indices include the
mean annual base Qow volume and the long-term average daily base flow.

Examples of continuous hydrographic scparation techniques based on processing or
filtering the data record include;



Flow
Crest

Thme

Figure 4.6: Graphical base flow separation technigues including (a) constamt
discharge method, (b) constant slope method, (c) concave method

8

Increasing the base flow at each time step, either al a constant rate or varied by a
fraction of the runoff;

The smoothed minima technique which uses the minima of 5-day non-overlapping
periods derived from the hydrograph. The baseflow hydrograph is generated by
connecling & subset of points selected from this minima series. The HYSEP
hydrograph separation program uses a variant of this called the local-minimum
method;

The fixed interval method discretises the hydrographic record into increments of
fixed time. The magnitude of the time interval used is calculated by doubling (and
rounding up) the duration of quickflow, The baseflow component of each time
increment is assigned the minimum stream flow recorded within the increment;
The sliding-interval method assigns o baseflow to each daily record in the
hydrograph based on the lowest discharge found within a fixed time period before
and after that particular day;

Recursive digital filters, which are routine tools in signal analysis and processing,
are used to remove the high-frequency quickflow signal to derive the low-
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frequency baseflow signal, Table 4.2 gutlines some of the digital filiers that have
been applied to smooth hydrographic data. Eckhardt (2005) has developed a
general formulation that can devolve into several of the commonly used one-

parameter filters:

~BFI L +(1-a)BFl_.q,
qm} e ﬂ m}T'.I_bI.;B]F:{ ﬂ} q {¢_33]

where, gy is the baseflow at time step L, gy is the baseflow at the previous time
step i-1, g is the stream {low at time step i, 2 is the recession constant and BF],,
i5 the maximum value of the baseflow index that can be measured; and

6. The streamflow partitioning method uses both the daily record of streamflow and
rainfall, Baseflow equates (o stream{low on g given day, if minfall on that day and
a set number of days previous is less than 8 defined ramfall threshold value.
Lincar interpolation is used to separate the quickflow component during high
rainfall events.

where:
= g is the original stream flow for the i* sampling instant
s Gy isthe filtered base flow response for the ™ sampling instant
. m.ﬂsﬂ:&ﬁh:mdqniukﬂuwfmﬂmi‘mlinghnt
*  Qji.q) is the original stream flow for the previous sampling instant to i
*  Qui-iyis the filtered base flow response for the previous sampling instant fo
o Qipis the filtered quick flow for the previous sampling instand 1o i
» kis the filter parameter given by the recession constant
» o & are filior parameters
s C isa parmmeter that aflows the shape of the separation to be altered
¢ 7, C), ¢ are physically based parmmeters

Aloag with the above methods for base flow separation, there are also other methods

to ealeulnte base flow as, for exemple, given below:
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Table 4.2: Recursive digital flters used in base flow analysis (Graysom ef al,
1996; Chapman, 1999; Furey and Gupta, 2001)

!Fﬂtarhllmul Filter Equation “ Source ' Comments
k 1-k hapman |
parameter || %ot =3 Geoen + 573 Ao e i
algorithm el Applied as a single p
(1996) through the data.
Boughon [ & L v £
wo- Quy =7 Twn ¥ g T Applied as a single
parameter apman  (through the data
algorithm fany 1Allows calibration
[ | IJEE'L'
ation  such
ra by adj
arameter O
k eman |[Extension of Bougl
Gy = 7 Toi-n + two-parameter algorithm

G
Ehm +'1.,=I.;--|:.}

o DEFI"} = Aspy "'{qm _qli—U}‘

Hollick a | a value of 0925
gorithm || —— 1979] scommended  for  daily
¢ athan and|stres data filter]
M;ﬂk‘lﬂhﬂﬂ‘ E COHTITEC d-l:.d 1w bﬂ
1990)  |lapplied in three passes
e o= | Mo is g = g - @
Chapman _Ja-1 hapman oW is gy =4 - 4r
alporithm |3 =5 e T (1991)
Man
3 +u{‘l{a i) Winter
1‘]‘9’?}
IFm;r ani U Big Furey &n Physlﬂﬂynbmud filter]
Gupta filter || G = =YKo + i upta using mass  balance]
{ } . 2001) ation for baseflow
e =S4 hrough 2 hillside |

1. It is known that infiltration depends on rainfall. Therefore, if P - I, is less than the
gravitational infiltration F; on a given day, then F. = P - |, and direct surface
runoff ROt = 0 or dynamic infiltration Fd= 0. It implies that F, exists even prior
to the satisfaction of the capillary demand, which is in contrast with reality. This is
because of the assumed equivalence between Fe and the minimum infiltration rate
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at a time approaching infinity. Considering that the water infiltrating afler
saturation through F. percolates down to the water table, it finally appears at the
outlet of the basin with assumptions thal the basin boundary coincides with the
aquifer boundary and no lateral flow contributes to the water table from across the
defined watershed boundary. Thus, applying continuity and storage equations, the
baseflow (Ch) can be computed as:

Opireany = BoFy + BiFey + 804 (4.34)
where,
ALK
=— - 4
YT (o
B =8o» {4.35b)
- At/
_2-AUK, | (4350)

B =74 AUK,

Ky is the base flow storage coefficient [T]; and go. @i, g3 are the base flow routing

coefficients.

2. The concept behind the SCS — CN method can also be applied 1o determination of
surface drminage flow from ruinfall (Yuman et al., 2001). The work of Andrews
{1954) and Mockus (1964) wes the basis for the generalized SCS rainfall-ranofT
relationship, which can be expressed as follows: when accumulated natural runofl
is plotted against accumulated natural rainfall, runoff starts after some rainfall has
accumulated. and the line of the relation curve becomes asymptotic to a line of
45 slope, as illustrated in Figure 4.7.

T 45-degree slope line
Flow -

F 4 actual ticn

Ramfall - flow relationship

// (- subsurface drminage flow
"] -

Rainfall (Infiltration)

Figure 4.7: Typical rainfall and fow relationship (Source: Yuan et al,, 2001)
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By analogy, for subsurface dramage flow, equation becomes:

Q. (4.36)

where F, = actual retention after flow begins, S; = potential maximum retention of
watershed, (), = drainage flow depth (F > Qy), and F= infiltration depth.

If there are no initial abstractions, or if one begins the water accounting after initial
abstractions, then Eq. (4.36) can be rewritien as;

F-0Q._Qu
=F (4.37)

However, initial abstractions, in the form of soil moisture changes, must be
considered, and the amount of mfiltration available for drainage flow is F - AS,,. By
substituting F- A8, for F in Eq. (4.37), the following equation results:

Fal .. % {4.38)

S* -F-lﬁs-

where F = infiltration depth, AS, = soil moisture storage, (g = dminage flow depth
(F > Qq), 54 = potential maximum retention of watershed. If' no surface runoff occurs,
then:

F=P-I, (4.39)
where P = rainfall depth (P > Iy, I, = interception. If surface runoff occurs, then

F=P—[,—G (4.40)
where P = rainfall depth (P >1) , I, = interception, Q, = surface nunoff,

If, for simplicity, we assume that there is no surface runoll and substitute Eq. (4.39)
into Eq. (4.38), we oblain:



P-J"J-'ﬂsm-i‘}l= Qd. ':'Ila'IlI]
S, P-I, -AS,

[f we assume,

I, =1, +AS, (4.42)

where [, is the mitial abstraction for subsurface drainage flow. A substitution of Eq.
(4.42) into Eq. (4.41) yields

P-I,-Q, Q
;., —le. (4.43)
Solving for Q) results in
(P-1 }1
i e
Q=315 P>1) (4.49)
Q=0 (P<ly) {4.45)

Eq. (4.44) and (4.45) can be used to cstimate subsurface flow (Qy) from storm rainfall.
If surface nmoff oceurs then Eq. (4.41) can be writien as:

P_ll_qn_ﬁsg*[}!_: Qd
SI P- [p N Q- = d'E- (4‘%]

Solving Eq. (4.46) for Qg results in,

L (B-1-0) >
Q, P_1,-0Q, 45, (F=>1a} (4.47n)
Q,=0 (P <l (4.47b)
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Eq. (4.47) can be used for computation of base flow, The methodology proposed here
[or base flow compulstion is largely based en this concept and its development is
discussed in the fortheoming section.

48 PROPOSED LONG-TERM SIMULATION MODEL

Based on the existing SC5-CN method, a new method is propesed for long-
term hydrologic simulation. Here the direct surface runoff is computed based on the
SCS — CN based hydrological simulation and it is routed to the outlet of the
caichment. Since the SCS — CN method is an infiltration loss model, a porticn of the
infiltration is taken as base flow, as described above. The total nnoff is the sum of the

surface runoff and base flow.

4.8.1 Computation of Direct Surface KunofT
Replacing by RO (surface munoff) in Eq. (4.4) can be rewritten (for clarity in
text) for daily runoff with time r as subscript) yields,

{Fu uu}_jmr]!
ROy iy == (4.48)
W P~y +5:
where,
Lo =38, (4.49)
8, 2y (4.50)

Equation (4.48) is valid for Pypean = lag, ROqeay = U otherwise. Here P = lotal
rainfull, 1, = initial abstraction, § = potential maximum retention, and A = initial
abatraction cocfficient.

4.8.2 Soil Moisture Budgeting

The wial infiliration (F) consists of static infiltration component (Q4) and
dynamic infiltration component (F;) (Mishra.et.al, 2004) as shown in Fig. 4.8. The
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dynamic infiltration component of infiltration that occurred during the time period can
be computed from water balance equation as:

(4.51)

Ell,lr-!l'l = EmeI _qﬂl,ﬁﬂ:t
where,
Fl;u-rm o T E'un,ua.n (4.52)

which is valid for ROpuag = 0, Fyueag = 0 otherwise. The term Fyuag also
represents an increase in the amount of soil moisture in the soil profile during the time
period, which when added to its antecedent moisture leads to the antecedent moisture
amount for the next day as:

M roans = Mgy * Fyppuany =BT e {4.53)

where Myyyay varies from 0 to Sy, 5, can be modified for the next day by balancing
the gail maisture as:

Streanr = St~ My (4.54)
4.8.3 Computation of Evapotranspiration
The daily evapotranspiration (ET) can be computed using the pan evaporation

PET,, 1omy =PANCxE, . . %.33)
where E is the pan evaporation based on fiekl data and PANC is the pan coefficiem,
wssumed as 0.8 for June — September, 0.6 for October — January and 0.7 for February
— May in this study.



infiltragion rta 1 |emr)

| =]

k=
1-mrvn
Fu
El =5 .k_
[ LS
i
L L - — -
1] b L] Li] L] o = 14 L n
Thives & [rvvim)

Figure 4.8: A descriptive infiliration curve of Columbia sandy loam (Mishra and

Singh, 2003)

4.84 Base Flow

Based on the general hypothesis of SCS — CN method, base flow is computad

Py = Ly = RO = L)' (4.56)

Qutsoan =
e P;:..u-m - I-m = Rﬂ[:;m] _].I.u] +3¢

Ly = My {4.57)

25000 o, 4s®

di

S

T

Eq. (4.56) is valid for (Pyean — Tap - ROprean) 2 lam, Qaivpean = 0 otherwise. Here RO
= direct surface runoff, [ = initial abstraction, 54 = potential maximum retention, and
A= initial abstraction coefficient for subsurface drainage.

The initial abstraction for drainage flow depends on the soil moisture storage, 84
or (CNy) for next day is varied by balancing the soil moisture storage follows:
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Sytiesy = Sapm = {‘HIHM s MI:I]} (4.59)

48.5 Flow Routing

Based on the principle of continuity and storage equations, the daily rainfall
excess is routed to the outlet of the catchment using single linear réservoir (Mishra
and Singh, 2004) as:

D (4.60)

S=KO (4.61)

where K = storage coefficient (day); R = inflow (mm/day); O = outflow (mm/day); S
= storage (mm). Here, the time step is considered as one-day interval. At /K is defined
as the Courant number (Ponce, 1989). The rainfall excess RO, comesponding to P, can
be computed only il minfall P exceeds initial abstraction (1), it is otherwise zero.
Then RO, is routed to the outlet of the basin using the single linear reservoir as below:

DO, 5y =CORO, +CIRO,, +C2DO (4.62)
where
COUR
=z ———— 4.63a
2+ COUR ( )
Cl=C0 (4.63h)
2-COUR
B 4.63c
2+ COUR ¢ I
COUR = % {(4.64)

In Egs. {4.63a-¢), COUR = courant number,

It is known that infiltration depends on rainfall. Therefore, if P- L is less than
F on a given day, then F = P- 1. It emphasized that under such situation, ROy, = 0,
Applying Eg. (4.62), base llow can be computed as:



Q!:hm =00, + clq'ﬂlfl-i:l 23 mqm-u (4.65)

whete
 COwR
Co==— (4.662)
C1=Co (4.66b)
2 -COR
Tor T |
2+ COUR o)
COUR =EL (4.67)

b
In Egs. (4.66a-c), Ky isthe base flow storage coefTicient.
Thus, the total runoff bydrograph, “O0™ appearing ol the outlet of the catchments is
computed as the sum of the routed rainfall excess, DO, and the base fow, Oy

Expressed mathematically as:

0y = DOy + Org (4.68)
which actually represents the computed total runoff hydrograph.
49 MODEL PARAMETERS

The proposed model has parameters CN, CNg, K [T] and Ky [T]. The parameter
CN represents the curve number on the simulation, assuming that the maximum pors
space is available in the soil for water storage or reiention on that day of simulation.
The curve number can vary from 0 to 100, CNy is the curve number for the drainage
flow and it depends on the soil moisture storage. [t also vares from 0 to 100,
Parameter K represents the storage coefTicient of the surface runoff hydrograph and is
analogous 1o the time lsg of the watershed. Parameter K, represents the storage
coefficient of the base flow appearing at the outlet of the watershed.

410 APPLICATION
4.10.1 Study Arca and Data Availability

The SCS-CN model is applied to daily rainfall-runoff data of Ramganga
cetchment. Apart from this catchment, the proposed model is also applied 1o different
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catchments falling under different climatic and geographic settings of India. The daily
monsoon (June—November) data of the caichments, Hemavati, a tributary of River
Cauvery in Kamataka state; Hridaynapar, Manot, and Mohegaon calchments,
tributaries of River Narmada in Madhya Pradesh; Kalu catchment, a tributary of River
Ulhas, in Maharashtra; and Ghodahado catchment, a tributary of River Rushikulya, in
(rissa, State of [ndia, observed at respective gauging stations are used in the analysis.
A detailed description about these catchments has been provided in Chapter 2,
However, the hydro-meteomlogical and other essential data pertaining to the preseat
study has also been described here as follows. Data availability for all the study
catchments as described as follows.

4.10.1.1 Ramganga Catchment

The climatic condition of the river basin is largely influenced by the
orographic cffcct. The srea reccives the majority of precipitation in the form of
rainfall. The daily rainfall and evaporation data were available from 1985 to 1990
{Give years). The runoff data 5 available for the same penod. These data have been
processed for the application of the model.

(a) Rainfall: The Ramganga valley experiences approximately an annual
precipitation of 1,550 mm. The raingauge network consists of Ranikhet,
Chaukhutia, Naula, Marchulla, Lansdowne and Kalagarh besides the other
existing stations.

(b} Evaporation: The daily pan evaporation data are available for the catchment,
but for a limited period only.

(¢} Runeff: Stream flow records of the Ramganga River, including river stages,
instantaneous as well as monthly, are available at Kalagarh

4.10.1.2 Other Indian Catchments

The data vsed in the present study include daily mainfall, evaporation, and
runoff for a total length ranging from 3 to 10 years. For Hemavati catchment, data of
five years (June 1974-May 1979) were collected and for Kalu caichment, daily
ruinfall, evaporation, and stream pauge records of four years (1990-1993) were used,
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but only during monsoon peried (June to November). Daily rainfall, evaporation, and
runcff data for mine vears (June 1981 —May 1990) were available for Manot
catchments. For Mohegan catchments, the data were available for eight years (June
1981 — May 1989), and for Hridayanagar catchments, these were for eight years (June
1981 — May 1989). These are used in the study. For Ghodahado, the data available for
June 1993-May 1996 and June 1987-May 989 are used in the analysiz. A time step
of one day is used in simulation. Table 4.3 presents the area and the data length used
in model calibration and validation for each catchment.

Table 4.3: Catchments area and data used in model calibration and validation

Catchment Ares Data length
(. kam) i
Hemavati GO0 1974 - 1977 (3 years) 1977 - 1979 (2 years)
Manot 5032 1981 - 1986 (5 years) 1986 - 1990 (4 years)
Hridaynagar 3370 1981 - 1986 (5 years) 1986 - 1990 (4 years)
Mohegaon 4661 1981 - 1985 (5 years) 1986 - 1989 (3 years)
Kalu 224 1990 - 1992 (3 years) 1993 (1 year)
| Monsoon period Monsoon peniod
(ihodahado 138 1993 - 1996 (3 years) 1987 - 1989 (2 year)

4.10.2 Parameter Estimation

The application of the propesed SCS — CN based long term hydrological
simulation model requires daily data of rainfall, runofT and evaporation of the above
described watersheds. The proposed model has four parameters CN, CNg, K [T] and
K3[T]. The optimal estimates of model parameters were obtained by using the non-
linear Marquardt algorithm (Mishra and Singh, 2003) coupled with trial and ermor.,

Although these parameters can be determined by trial and error for obtaining
the meximum efficiency, it is also possible to denve these parameters physically or
from minfall- nmoff data. As also discussed carlier in section 4, the parameter CN
represents the curve number in runoff simulation, assuming that the maximum pore
space is available in the soil for water storage or retention on that day of simulation.
The curve number can vary from 0 to 100, CNg is the curve number for the dmainage
flow and it depends on the soil moisture storage. It also varies from 0 to 100,
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Parameter K represents the storage coefficient of the surface mnofT hydrograph and is
analogeus to the time lag of the watershed. It can also be derived from the rainfall—
runoff data by plotting them on a semi-logarithmic paper. The slope of the M
represents K. The minfall-runoff data set selecied for the derivation should
correspond to high rainfall-runoff events excluding base flow. Similarly, parameter
Ky, which represents the storage coefficient of the base flow appearing at the outlet of
the watershed, can be derived for low rainfall-runolT events or using other methods
suggested in standard text books, for example, in the text books by Ponce (1989),
Singh (1992) and Singh and Singh (2001), ameng others.

For describing the range of variation of these parameters, the lower bound is
taken as zero, because all the parumelers are physically non-negative. The upper
bound valoes are, however, decided from the trial runs whether the estimated
parameter values are well within the supplied range. IF the estimated parameter value
corresponds to the upper bound of the described range, the upper bound is increased
to the extent that the estimate falls in the prescribed range. The mnges/values of
parameters selected for trials and optimization are given in Table 4.4.

Table 4.4: Ranges and Initial Estimates of Model Farameter

Parameters CN ChNy K K
Range piscn Eéiﬂ,; 0.001-5.0| 1-360

Ramganga 99 30 0.01 20

Hemavas 98.9 05 0.1 305

Manot 85 7.9 0.91 15

ﬂ“ﬁ Hridaynagar 65 60 0.9 21
Mohegscn 80 70 0.80 20

Kalu 85 70 0.05 10.5

Ghodahado 90 80 0.1 10

4.10.3 Model Efficiency

The efficiency (Mash and Sutcliffe, 1970) of both models is computed using the

EXPression as:
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Efficiency = [1 -[%”Hu 100 (4.69)

wv-3(0 -0 (4.700)

IV = i‘[u, -0, ]1 (4.70b)

where RY = remaining variance, [V = initial variance; J, = observed runafT for i
day; Q, = computed runoff for /* day; n =total number of observations; and Q, =
overall mean daily runoff. Efficiency 15 used for evaluating the model performance,
Efficiency varies al the scale of 0 to 100. It can also assume a negative value if RV >
IV, implying that the varignce in the observed and computed values is greater than the
model variance. The efficiency of 100 implies that the computed values are the same

as the observed ones, which is the perfect fiL
The Relative Error (RE) is also computed to see the deviation between the

observed and simulated runoff, with respect to the observed runoff and it is
determined as:

RE (%) = [.?iqlqﬂ} 100 {4.71)

Here, Qs = observed runofl and Quee = simulated runoff. The higher RE is
indicative of greater deviation from the observed, and vice versa.

4.10.4 Model Calibration and Yalidation for Ramganga Catchment

For model calibration and validation, the available five years data scl of
Ramganga catchment was split into two parts. For calibration, three years (1985 -
1988) of data have been considered. The estimated values of the four parameters (CN,
CMy. K and Ky) along with their initial values and model efficiencies in calibration are
given in the Table 4.5. It 15 apparent from the table that the values of the parameters
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CN, CNy, and K decrense as the number of years data increase from 1- 3 years, and
vice versa holds for K. From the results due to 3-year dataset, it is also seen that the
CN value of the watershed is of the order of 80, indicating a pood runoff producing
watershed; CNy of the order of 74, which is lower than CN indicating less baseflow
production potential than the runoff generation from rainfall; K of the order of 2 days,
a reasonable value of the lag in runoff hydrograph for Ramganga catchment
(catchment area = 3134 sq. km); and K, of the order of 30 days, which is also
reasonable for mid-size watershed.

The resulting efficiencies are seen to vary from 81.82 to 73.62%, as the
number of years of data varies from |- 3 years. Though the efficiencies show a
decreasing trend with the increase in the data length, these are indicative of adequate
and satisfactory performance of the proposed model in calibration, Then taking the
mitial ond final pammeter values comresponding to three years of data m model
calibration (Table 4.5), the model was tested on the remaining two years (1988- 90)
data. The resulting efficiency of two year data was found to 75.46% which indicates a
satisfactory model perfarmance. The daily vanation of observed and computed runoff
along with the rainfall is depicted in Figs. 9-11 for calibration and in Figs. 12-13 for
validation,

As seen from Figures. 4.9-4.11, the computed runofl fairly simulated the
observed runofT, except for & few peaks in years 1985 (Figure 4.9) and 1986 (Figure
4.10). From these three figures, it is intéresting to note that the computed non-
monseon flows closely follow the trend exhibited by the observed runoff, indicating
the satisfactory performance of the proposed SCS-CN-based base flow model
(Section 4.8).

Similar to the above trends can be ohserved from the Figures. 4.12 and 4.13
that show the validation results of the proposed model. Except for two largest nmoff
peaks in both the years 1988 (Figure 4.12) and 1989 (Figure 4.13), the computed
runoff closely matches the observed runoff values, indicating again that the model
performs satisfactorily on the data of Ramganga catchment, and there, is suitable for
this catchment.

To further test the proposed model applicability (o Ramganga catchment, the
percent relative errors (Eq. 4.71) were computed and these are shown in Table 4.6. In
this table, the resulting positive and negative values of the relative errors,
respectively, show the underestimation and over-estimation of the yearly runoff by the
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proposed model. Apparently, except for 1937-88, the model has under-estimated the
yearly runoff in all the yesrs. The relative error values are seen to vary from 8.92 to
+79.66%, which indicate a reasonably satisfactory performance of the proposed
mode! in yearly runoff computation.

Tahle 4.5: Parameters from Simulation of Different Time Periods

Mo of years Parameters (Calibration)
ofdata | 'ON | CNg K K | Efficiency
oy inifial Estimate (%)
99 80 0.01 0
Final Estimate
! 8188 | 76.82 2.29 2432 81.82
7 81.73 | 76.62 2.5 30.55 76.95
3% 8038 | 744 225 30.99 T3.62
*yced asg calibration dataset

Table 4.6: Observed and Simulated Runofl and Computed Relative Error

Year Observed munofl | Simulsted nmofT | Relative Emor

(mm) (mm) (¥a)

1985 — 86 675.63 585.75 13.30

1986 — 7 539.36 491.26 8.92

1987 - B8 270.54 350.78 -29.66

1988 - 89 641.42 524 .66 1820

1989 - 90 443.40 39771 10,30

Average 514.07 470.03 B.57

4.10.5 Sensitivity Analysis

The purpose of soch an analysis lies in distinguishing the parameters that are
more sensitive, for their cantious and judicious denvation and employment in the
field. Therefore, 1o assess the sensitivity of the above described four parameters of the
model, a sensitivity analysis is carried out. To this end, the parameters calibrated for
the year 1985 — BE were varied for evaluating the impact of their variation on the
mode] performance described above in terms of efficiency resulting from the model
application to calibration dataset. For sensitivity, all the parameters were varied from
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5% to £30%, and the comesponding efliciency computed. The changes in efficiency
due to veriation in the four parameters are shown in Figures. 4.14 to 4.17 and these
are discussed below.

An increase in the value of parameter CN by +30% of the calibrated value
{Table 4.5) results into efficiencies varying in the range of 73.678% 1o 66.717%
(Figure 4.14). Notably, there is not much change in the efficiency as the parameter
{CN) value increased up to 208, but further increasing in the value shows a sudden
drop in the effliciency (73.66 to 66.72%). On the other hand, the sccond parameter
CNy appears to be less sensitive than CN (Figure 4.15), for the cfficiency varies a
little with the change in the parameter value by the same extent. It can be seen that the
variation of CNy from 435 to +30% leads 1o change in efficiencies in the range 73.68 -
73.66%, which exhibits a much lesser range than that due to CN. From Figure 4.15, it
is apparent that the efficiency does not change significantly, only from 73.68% to
73.56% wath an increase or decreased m the K values by the same (as ahove) extent,
Thus the parmmeter is less sensitive than CN. A reduction or increase in K implies that
the computed rainfall- excess is allowed to reach the outlet carlier or later than
required and it results in the decrease in the model efficiency. Figure 4.17 shows a
variation in efficiency (from 73.678% to 73.66%) with an increase in the value of
pamameter Ky by 230, Here also the graph shows the less sensitivity of the parameter
Ky than CN and K. From all the figures (4.9- 4.17) it is clear that the four parameters
are sensitive in the following order: CN > K> CNy > K.
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4.10.6 Model Testing On Other Watersheds
4.10.6.1 Model Calibration

The proposed model is calibrated using rainfall, evaporation, and runoff data
of the other watersheds located in different hydro-meteorological conditions (Section
4.11). Three years of data were used for Hemavati (1974-1977), Kalu (1990-1992)
mnd Ghodahado (1993- 1996) catchments. For Narmada basin nine years of data were
availahle, out of which five years of data of Manot, Hridaynagar and Mohegaon sites
were used in calibration, The values of parameters computed in calibration for all the
walersheds are given in Table 4.7, and discussed below.,

Table 4.7: Estimates of Model Parameters

Parameters CN TNy K Ks
Hemavati 91.65 85.57 224 5035
Manot BB.26 T74.03 0.57 21.23
Hridaynagar 7231 37.59 2.06 29.31
Mohegaon 76.6 44.71 0.1 21.71
Kalu 85.49 TLES 0.66 28.89
Ghodahado 82.71 78,07 3.20 i7.16

The optimal estimates of model parameter were obtained by using non-linear
Marguardt algorithm (Mishra and Singh, 2003) coupled with trial and error. The
estimated values of the four parameters (CN, CNy, K and K,) along with their initisl
values (Table 4.4) and the estimated values of model parameters in calibration for
other watersheds are given in Table 4.7, [t is apparent from the table that the values of
the parameter CN varies in the range of 72 to 91 for all the six catchments. This
demarcates a maximum value of 91.65 for Hemavati which interprets it to be a good
runofl producing watershed, whereas the minimum value occurs at Hridaynagar with
a value of 72,31 representing it to be a less runofl producing watershed. Similarly, the
Mg value of the watershed varies in the mnge from 35 to 85 for all the considered
catchments. The maximum value of 8337 for Hemavati indicates good base flow
production potential, and on the other hand, the catchment which produces the lowest
CNy value of 37.59 is Hndaynager shows less baseflow production potential. K-

values are seen to vary [rom 3 hes 10 3dey, whereas the time of travel for base (low,
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Ky varies in the order of 20 days to 50 days, which is also reasonable for mid-size

watersheds.
Table 4.8 shows the resulting efficiencies along with runoff coefficients for

gach catchment, It is seen that Hridayanapgar and Mohegaon catchments show the least
runofT coefficient of 0.25 and 0.29, indicating them 1o be dry catchments (Gan et. al.,
1997) whereas Hemavati and Kalu can be classified as high mnoff producing
catchments with their coefficient values of 0.8 and 0.91, respectively. The runoff
coefficients for Manot and Ghodahado are 0.45 and 0.47 respectively, describing
them to lic in the intermediate category of dry and wet. The model yiclds maximum
efficiency of 83.27% in Hemavali catchment whereas Hridayanagar caichment
produces the least efficiency of 42.08%. The other catchments like Manot, Mohegaon,
Kalu and Ghodahado exhibit 60.73, 62.72, 62.85 and 59.35% efficiencies.

Table 4.8: Model Efficicncics in Calibration and Runoff Co-cfficien!

Catchment Data length Efficiency (%) Runoff coefTicient
Hemavati 1974 - 1977 (3 years) 83.27 0.80
Manol 1981 - 1986 (5 years) 60.75 0.45
Hridaynagar | 1981 - 1986 (5 ycam) 42,08 0.25
Mohegaon 1981 - 1986 (5 years) 62.72 0.29
Kalu 1990 - 1992 (3 years) 62.85 0.91
Monsoon period
Ghodahade | 1993 - 1996 (3 years) 59.35 0.47

Figure 4.18 shows the daily variation of observed and computed runoff along with the
rainfell for the Hemavati caichment from 1974-77. From this figure it can be
interpreted that the ebserved runoff and the computed runoff follow a close trend
except for the deviation at peaks of the hydrographs. Similar inferences can be drawn
from the graphs for other catchments, From the figures, it is noted that the model
underestimates the peaks, like for Hemavati in the year 1974, for Kalu in the year
1991, for Manot in ycar 1985 and for Mohegaon in year 1985, Since the proposed
muode! accounis for baseflow, it appears that the model is not suitable for prediction of

high lows.

111




g

i ™ e ™ 1] “an i i i Wi 1u| - e
ey

Fig: 4.18 Daily varistion of Rainfall, observed runoff and simulated runofl in
Hemavati catchment (calibration)

4.10.6.2 Model Validation

Taking the parameter values corresponding to the data available for different
catchments (Table 4.7) in model calibeation, the model was tested on the remaining
years data for the comesponding calichments. Two years of data were used for
Hemavati and Ghodahado catehments for validation. From the availshle nine-year
dataset for Narmada River at Manol, Hridaynagar and Mohegaon the remaining four
years of data were used for validation. For Kalu catchments, four years data for
monsoon period only were available for the analysis, out of which three years ware
used for calibration and one year for validation. The efficiencies resulting from model
application to the remaining data of different catchments are given in Table 4.9,
which indicates a satisfactory model performance only on those watersheds for which
runoff’ coefficient value is high, such as Hemawati and Kalu watersheds. On other
watersheds, the model performs poorly.

Like in calibration, the catchments having higher runoff coefficient produces
higher efficiencies in validation also. Hemavati catchment shows a better efficiency
(= B4.82%) than others. Kalu stands next 1o Hemevati in efficiency which is B0.77%,
indicating saisfactory model performance. Bul in case of Manot, Mohegaon,
Hridaynagar and Ghodahada catchments, the efficiencies are low, viz., 54.06, 42.17,
34.88 and 32.31%, respectively, as shown in Table 4.9. The model efficiencies being
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too low on these catchments indicate its non-suitabifity to these watersheds.
Alternatively, the proposed model is not applicable to watersheds of low runoff
production potential.

Table 4.9: Model Efficiencics in Validation and Runoff Co-cfficient

' Catchment Data Length | Efficiency (%) | Runoff Co-efficient
Hemavati 1977 - 1979 (2 years) 24.82 0.83 i
Manat 1986 - 1990 (4 years) 54.06 0.39
Hridaynagar | 1936 - 1990 (4 years) 14,88 (.20
Mohegaon 1986 - 1989 (3 years) 4217 0.23
Kalu 1993 (1 year) B0.77 | 0.99

Monsoon peniod - I
Ghodahado | 1987 - 1989 (2 year) 3231 0.52

To further test the proposed model applicability, the percent relative errors
(Egq. 4.71) for six walersheds were computed and these are shown in Table 4.10. The
table shows yearly mainfall along with the observed and calculated runoff for the
described watersheds. The average annual value of relative error ranges from 17.71%
o + 24.61%, with an average value of £ 3.57% for Hemavati caichment over the
study pericd of five years. This watershed experienced an average annual rainfall of
2854 mm which varies from 2651 mm fo 3064 mm in different years. The average
annual runoll calculated is 2312 mm whereas the observed runofl is 2233 mm.
Apparently, except for 1977-78, the model has over-gstimated the yeardy runoff in all
the years. For Kalu watershed the average annual rainfall is 2944 mm which varies
from 1903 mm to 3355 mm in these three years and the average annual runofl
calculated is 2858 mm and observed runoff is 2930 mm annually. The relative eror
values arc scen to vary from 8.08 to £7.09% with an average value of 2.45%, which
indicate a reasonably satisfasctory performance of the proposed model in yvearly runoff
computation. Similarly for Manot, the relative érror varies in the range of 34.88% w0 +
44, 54% with average value of 4,59, Average annual rainfall for the catchment is 1264
mm, whereas the calculated and observed runoff is 559 mm and 533 mm,
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respectively. The proposed model underestimated the yearly runoff in years 1981-82,
1983-84, 1984-B5 and 1989-90, but in other years it overestimated.

Similarly for other catchments, such as Mohegaon and Hridavanegar deviation
in annual runoff, in both calibration and validation is in the range of 46.93% to +
13.08 (average value of 25.03%) and 51.46% to + 40.53% (average value of 8.10%),
respectively for both the catchment (Table 4.10). The average annual rainfall, runofl
caleulated and observed for Mohegaon are 1231 mm, 43 1mm and 323 mm and for
Hirdayanagar arc 1443 mm, 357mm and 328mm respectively. It i also observed that
in some cases, the relative errors are negative, implying that the model overestimates
the runoff. But in case of Ghodahado catchment, it shows maximum deviation in the
observed and simulated one as the relative error is more, varying in the mange of
8.46% 1o +93.25%. This shows a poor model fit to the data of this catchment. But for
other catchments with high runoff coefficient, the proposed model shows satisfactory
results.

4.10.7 Comparison with an Existing Model

This scction compares the application of two models, viz., the proposed SCS —
CH based model accounting on base flow computation and an available lumped
conceptual model (Geetha, 2007) on different watersheds. Tables 4.11 and 4.12
compare the model efficiencies and average relative ermor values due to the above
models. Both the models show a satisfactory performance on higher runofT producing
catchments, fike Hemavati and Kalu catchments. The catchment like Manot shows a
low efficiency, as the runoff coefficient is low. The Rampganga catchment is however
an exception.

The comparison of model efficiencies reveals that, the proposed model yields
& maximum efficiency of 83.27% in calibration and 84 82% in validation in Hemavati
catchment, whereas the existing model vields 83.5% and £7.72%, respectively in
calibration and validation for the same catchment. For Ramganga catchment the
proposed model yields efficiencies of 73.62% and 75.46% in calibration and
validation, respectively and the existing model shows efficiencies of 65.48 and
41.64%, respectively in calibration and validation. Similarly for other catchments like
Manot #nd Kalu catchments the proposed model shows respective efficiencies of
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60.75 and 63.895% in calibration, and in validation these are 54.06 and B2.014%,
whereas the existing method shows higher efficiencies in case of Kalu catchment.

Tahle 4.10; Observed and Simulaied Runofl and Relative Error

Sl No Year | Rainfall | observed | Simulated | Relative
runofl runofl Error
(mm) (mm) (mm) k]
HEMAVATI
1 1974 -75 2938 2551 2551 0.06
2 1975 - 76 2651 1718 2066 -20.26
3 1976 - 77 2676 1894 1959 -3.43
4 1977 - 78 2942 2937 2417 17.71
5 1978 - T9 64 2062 2569 -24 .61
Average 2854 2233 2312 -3.57
KALU
1 1990 1347 3529 3245 8.06
2 1991 169 1060 32717 -1.09
3 1992 1903 1602 1663 -3.81
4 1993 1355 1519 3249 1.95
Average 2944 2930 2858 2.45
~ MANOT
1 1981 - 82 1136 383 553 -44.54
2 1982 - 83 1024 371 327 11.8%
L] 1983 - 84 1391 367 671 -18.36
4 1984 - BS 1303 Glb 703 =14.15
5 1985 - 86 1264 T13 483 32.24
[ 1985 - 87 1379 TOB 564 2037
T 1987 - 88 1347 767 500 34.88
8 1988 - 89 1309 63l 623 1.23
9 1989 - 90 1220 277 7 -36.39
Average 1264 559 533 459
MOHEGAON
1 1981 - 82 1240 334 157 -6.93
1 1982 - ¥3 1113 339 183 A6.06
k) 1983 - B4 1533 486 a0l 37.99
4 1984 - B5 1295 318 586 -13.08




5 1985 - 86 1329 579 453 21.79
b 1986-87 | 1356 471 387 17.75
T 1987 - 88 1125 377 200 46.93
] 1988 - §9 1166 550 332 39.75
9 1989 - 90 926 227 11 51.21
Average 1231 431 123 25.03
HRIDAYANAGAR
1 19E] - B2 1587 319 448 4053
2 1982 - 83 1462 314 EEE] .07
3 1983 - 84 1937 380 430 -13.07
4 1984-85 | 1300 299 168 2327
5 1985-86 | 1457 258 326 -26.03
6 1986-87 | 1815 601 202 51.46
7 1087 - #8 881 182 229 -26.06
8 1988-89 | 1377 568 284 50.06
] 1989-90 | 1171 289 241 16.73
Avernge 1443 357 328 8.10
GHODAHADO
] 1993 - 04 047 145 263 T
2 1994-95 | 1983 186 939 93.25
3 1995 96 1483 1080 R79 1857
4 1987 - 88 1493 826 756 B.46
5 1988 - 89 1475 434 786 £1.21
Average 1476 594 725 2197

It is apparent from Table 4.12 that the proposed model performs with the
average relative error ranging from -7.15 1o 8.57%, whereas the existing model ranges
from 7.42 to 43.13%. Thus, the comparison based on average relative error indicates
the proposed model to perform much better than the existing one in majority of the
watersheds considered in this study.

4.11 SUMMARY AND CONCLUSIONS

Information regarding flow rates at any point of interest along a stream is
necessary in the analysiz and design of many types of waler resources projects.
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Although many streams have been gauged to provide continuous records of stream
fNow, planners and engineers are sometimes faced with litthe or no available sircam
flow information and must rely on synthesis and simulation as tools to generate
artificial flow sequences for use in rationalizing decisions regarding structure size, the
effect of land use, flood control measures, water supplies, and the effect of natural or
induced watershed or climatic change.

Table 4.11: Drata Length and Model Efficiency (o) With Runofl CeefMicient

Catchment | Area Efficiency (&) Runaff
Km’ coefficient
Proposed model Existing model
Calibration | Validation | Calibration | Validation
Ramganga | 3134 73.62 75.46 54.26 -18.79 0.33
Hemavati | 600 B3.27 84.82 B3.50 37.72 0.80
Manot | 5032 60.75 54.06 .65 43.91 0.45
Kalu | 224 63.89 £2.01 63.33 76.15 0.91

Table 4.12: Annual Average Rainfall, Observed RunofT and Relative Error (%)

i ’"‘I”“‘E”I Preposed model Existing model
{mm) mmaff | Avempe | Average | Average | Averape
(mm) | simulated | Relative | simulated | Relative
rumoff Errar runoff Error
(mm) (*9) (mm) (*a)

Ramganga | 1492.78 | 514.07 470.03 8.57 633.13 35.89

Catchment

Hemavati | 2854.19 2233 231247 -31.57 1986 87 9.78

Manei 1263.59 559 533.50 4.59 304,38 43.13

- = o =t

Kalu 2887.12 3338 3577.00 -7.135 2546.73 142

]

The long-term hydrologic simulation plays an important role in water
resources planning and watershed management, specifically for analysis of water
availability; computation of daily, forimightly, and monthly flows for reservoir
operation and drought analysis, In this chapter, popular Soil Conservation Service
Curve Number (SCS — CN) hased long term ramfall runoff model was proposed, and
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tested on the data of Ramganga catchment (ares = 3134 km®) using split sampling.
The proposed model has four parameters, CN, CNg K and Ky The first two
parameters are the curve number for surface flow and drainage flow respectively, K is
the catchment storage coethicient (day), and Ky 18 the ground water storage coefficient

(day).

To check the versatility of the proposed model, the model was further applied

to different watersheds located in different hvdro-meteorological conditions. These
are the catchments of Hemawvati, Manol, Hndaynagar, Mohegaon, Kalu and
Ghodahado. The following conclusions were derived from this study:

L8

The model generally performed well in both calibration and validation on the
data of Ramganga catchment. The resulting efficiencies for all the years varied
in the range of B1.82 to 73.62%, showing a satisfactory fit and, in tum
satisfactory model performance.

The comparison of model efficiencies resulting from model application to
other caichments reveals that Hemavati yields maximum efficiency of 83.27%
in calibration and §4.82% in validation. The other catchments like Manot,
Kalu and Ghodahado exhibit 60.75, 63.895 and 59.35% efficiencices,
respectively in calibration and 54,06, 82.014 and 32.31% in validation, The
efficiencies of all catchments, except Hemuvati and Ramganga, are higher in
calibration than in validation, but reverse holds for the others.

It is seen that the catchment of Hemavati and Kalu can be classified as high
runoff’ producing catchments with runoff coefficient values of 0.83 and 0.91
respectively. Hridaynagar, Mohegaon caichments with low nmoff coefficients
of 0.25 and 0.27 respectively behave as dry calchments.

The model simulated the yearly runoff values with relative error in the range (-
20.66 w 18.20%4) for Ramganga catchment. For other catchments it falls
within the range of (-21.97 o §.10%6). Thess significantly low values indicate
a salisfactory model performance. The negative (-) values of relative emor
indicate that the model overestimates the runoff values.,

The satisfactory model performance on the high runoll producing watersheds
is further appreciable in view of the limited number of model parmmeters (only
four) and its simplicity.
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CHAPTER 5

APPLICATION OF TOPMODEL

The flow of water on the surface of the earth has long perplexed the human
mind. The desire to understand the movement of water has mainly arisen from the
need to evaluate the amount of water available ai a particular location 1o meet local
demand as well as risk of flooding due to excess water. Hydrological processes within
& catchment are complex involving macropores, heterogeneity and local pockets af
saturation, Catchmeni direct runofl response 1o rainfall involves generation of
rainfall-excess (runoff response) and the transfer of this rainfall-excess to the
catchment outlet via land surface and through linked channels (channel response). The
representation of runofll formation process has been accomplished, over the decades,
with methods which vary according to the purpose and application of the model.
These range from simple calculation of design discharge to the two-dimensional
representation of vanious processes, hased on suitably conditioned mass balance,
energy and momentum equations and to the three-dimensional representation of all
exchanges.

Runoff in wet region is mainly produced by saturation-excess runoff. This
means that the spatial distribution of soil moisture storage will result in varied surface
runofl’ production. For a large area, the ssturation-excess runoff will occur in a certain
partion of the area with no soil moisture deficit, say, ground water goes up to ground
surface. Both models and data have shown that within a catchment substantial soil
moisture heteropeneity exists at almost any scale and thai a major control on the
distribution of soil moisture is topography. Even though there are many surface runoff
models based on saturation-excess runoff mechanism, only a few models take the
topography influence on the spatial distribution pattem of seoil moisture into
consideration and, in turn, on runoff production. The TOPMODEL (Beven, 1986a} is
a varable cootribution ares conceptlual model in which the predominant factors
determining the formation of runoff are represented by the topography of the basin
and a negative exponential law linking the transmissivity of soil with the vertical
distance from ground level.
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a1 OBJIECTIVES

The TOPMODEL is one of the few conceptual models, in which physical
reality is represented in a simplified manner, that incorporate explicitly the saturation-
excess overland flow mechanism and integrates the vanable contributing area
concepl, both of which are essential w model the catchment accurately. It is a
topography based watershed hydrology model that has been used to study a renge of
topics, including spatial scale effects on hydrological process, topographic effects on
stream flow, and the identification of hydrological flow path efe. This chapter
cvaluates the applicability of TOPMODEL to simulatc runofl from Chaukbutia
watershed, a forested Himalayan watershed of Ramganga River catchment system, in
GIS enviranmeni

5.1.1 General Layout

‘The applicability of TOPMODEL is tested systematically as follows:
1. Generate digital elevation model (DEM) for Chaukhutia watershed.
2. Caleulate the Topographic index from DEM for use in TOPMODEL.
3. Calibrate and validate TOPMODEL from observed data of Chavkhutia

watershed.
4. Perform sensitivity analysis of model parameters using Monte Carlo
simulations and analyze the results obtained.

3.2 RAINFALL RUNOFF MODELLING APFROACHES

The fundamental charscteristic of catchment hydrology is in the form of mass
halance equation for a specified time interval and is represented by

R=P-ET-AS (5.1)
where R is runoff, P is precipitation, ET is evapotranspiration, and AS represents

change in storage which includes surface water, soil moisture, groundwater, and snow
pack. Over short periods, ground water storape and spatial distribution of soil
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moisture content will change in response o the prevailing inputs and climate,
Consequently, investigation of hydrologic processes on these time scalss require
detailed knowledge of water including fluxes, changes in storage, and transfers
throughout the catchment,

The literature contazins many works which summarize the current level of
understanding of physics of the complex process of rainfall-runoff transformation,
and still more work is continuing to bring in possible improvements in schematizing
the whole process so as to develop hydrologically sound mathematical models (Todini
1988). In fact the representation of runoff transformation processes has been
accomplished, over the decades, with models which vary according w the purpose and
application.

Theoretical models presumably are the consequences of most important laws
goveming the phenomena. A theorctical or physical model has a logical structure
similar 1o the real world system and may be helpful under changed circumstances.
The parameters of a physically based model can be measured directly or in-situ,
Watershed runoff models based on St Venant's equation are the example of physical
models, such as System Hydrologique European (SHE) model {Abbott et al., 1986)
and others. On the other hand, an empirical model is not based on physical laws
governing the phenomena. [t merely presents the facts, thai is, it is a representation of
data, If the conditions change, it has no predictive capability. Rational method, unit
hydrograph models, etc. fall under the category of empirical medels. For a conceptual
model, the physical reality is represented in simplified manner. Conceptual models
consider physical laws but in highly simplified form. Thus, the conceptual models lie
intermediate between theoretical and empirical models. Examples of conceptual
models may include rainfall-runofl models based on the spatially lumped form of
continuity equation and the storage discharge relationship. Models of Nash (1957) and
Dooge (1959) are conceptual models. Theoretical models aid in understanding a
process and gencrally yield information in greater detail in both time and space,
Empirical models do not aid in physical understanding, Conceptual models provide
useful results efficiently and economically for some problems. They contain
parameters, some of which may have direct physical significance and can, therefore,
be estimated by using concurrent observations ef input and output.
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TOPMODEL, which is the abbreviation of Topography based hydrologic
MODEL, is a conceptual model developed by Kirkby and Weyman (1974) and
refined by Beven and Kirkby (1979) to simulate runoff from a eatchment based on the
concept of saturation-excess overland flow and subsurface flow and places emphasis
on the role of catchment topography in the runoff generation process. An implieit
assumption is thal the local groundwater table has the same slope as the watershed
surface. This allows for the modeling of sub-surface flow using the surface

topographic slope.

53 TOPMODEL AFPLICATIONS IN RAINFALL-RUNOFF MODELLING

TOPMODEL represents & set of modeling tools that combines the
computational and parametric efficiency of a lumped modeling approach with a link
to physical theory, TOPMODEL has been successfully wsed in humid temperate
regions {Beven and Wood, 1983; Homberger et al., 1985; Beven, 1993; Robson et al.,
1993, Lamb et al, 1998, Guntner et al., 1999), drier Mediterranean regimes (Durand et
al., 1992; Pinol et al, 1997), small humid tropical catchments such as Booro
catchment in Irovy coast (Quinn et al., 1991) and in a forested head water caichment
of a river Sinnamary in French Guiana (Molicova et al., 1997). TOPMODEL was
applied fo simulate continuously the runofl hydrograph of medium sized humid
tropical catchment (Campling et al, 2002). The model simulated well the fast
subsurface and overland flow events supenmposed on scasonal rise and fall of the
base flow. A study of rainfall-runoff response for a catchment in the upper reaches of
Yangtze river was done by Shufen and Huiping (2004) using TOPMODEL coupled
with the simple water cycle model. Nageshwar et al, (2005) studied the rainfell-runoff
response of Tygarts Creek catchment in eastern Kentucky using TOPMODEL. The
calibration results were in good agreement with the resulis documented from previous
studies using TOPMODEL.

Molicova et al. (1997) used the TOPMODEL for modeling the hydrological
patierns within & humid, tropical catchment. They tested its validity in modeling the
stream flow dynamics (hydrograph) in a 1 ha tropical rain forest catchment in French
Guiana, The field validation of the temporal and spatial hydrodynamics across a
rainfall-runoff event revealed that TOPMODEL might be suited for applications to
this particular rain forest environment. In fact, this was the first successful application
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of such a model within the humid tropics. The main reason for success of the model
was low hydravlic conduectivity of subsoil coupled with the absence of an additional
deep ground water body, and the contributions which has caused difficulties in
application of opographic based runofl models elsewhere in humid tropics.

Pinol et al. (1997) applied the distributed TOPMODEL concepts in an
application o the strongly scasonal contribuling area responses in two adjacent small
Mediterranesn catchments in the Parades region of Catalonia, Spain. A perceptual
model of hydrological response in these calchments was used 1o sugpest possible
modifications in the model, in a hypothesis testing framework, including an attempt to
modify the topographic index approach to reflect the expansion of effective area of
subsurface flow during the wetting-up sequence. It was found that slight
improvements in modeling efficiency were possible but that different model
parameter distributions were appropriate for different parts of the record. The model
was much more successful for the catchment producing the higher nunoff volumes.

Campling et al. (2002) applied the TOPMODEL to simulate the runoff
hydrograph for a medium sized humid tropical catchment (379 km®). The objectives
were to relate hydrological responses to munoff generation mechanisms operating in
the catchment and to estimate the uncertainty associated with runoff prediction. Field
observations indicated that water tables were not parllel to the surface topography,
particularly at the stant of wet season. A reference topographic index lgrr was
therefore introduced into the TOPMODEL strocture to increase the weighting of local
storage deficits in upland areas. The model adaptation had the effect of depending
water tables with distance from river channel. The generalized likelihood uncertainty
estimation (GLUE) framework was used to asses the performance of the model with
randomly selected parameter sets, and to set simulation confidence limits. The model
simulated well the fast subsurface amd overland flow evenis superimposed on the
seasonal rise and fall of the base flow, The top ranked parameter sets achieved
modeling efficiencies of the order of 0.943 and 0.849. The GLUE analysis showed
that exponential decay parameter m, controlling the base flow and local storage
deficit, was the most sensitive parameter. Uncertainty increased in simulation of
storm events during the early and late phases of the season due to combination of
errors in detecting the rainfall depths for conventional rainfall events, the treatment of



rainfall as a calchment areal value, and the strong seasonality in runoff response in
humid tropics.

Shufen & Huiping (2004) used TOPMODEL to study the rainfall-runoff
response of a catchment (around 2500 I:mij'ul the upper reaches of Yangieze nver.
They developed a simple water ¢ycle model, for estimating other components of the
surface water cycle, which was implemented into the TOPMODEL 1o integrate the
water cycle of the caichment. Using the output of & DEM from 100m x 100m
resolution data and a single low direction algorithm, the index distribution function
was calculated for the catchment under different channei initiation thresholds. Finally,
the daily end monthly rainfall-runcff’ response from year 1960 to 1987 for Soumon
River Cafchment (a tributary of the Yangtze River) was simulated with TOPMODEL.
To evaluate the general quality of model, percentage of efficiency E for each year
with Channel Initiation Threshold (CIT) equal to 0.01 km®, 0.1 km® and 5.0 km” was
calculated and it was found that values of E didn't show a large variation {for channel
initintion threshold (CIT) = 0.5, 1 and 5 km?, the values for E were almost the same)
from each other with different CIT values except for a very small CIT. They found
that E values are large for most years which means TOPMODEL works well in
simulating the munoff of Scumon River catchment. Hence, it was concluded that
TOPMODEL works well in catchments with a hill slope region, with moist soil, and
with a shallower ground water table.

Bhaskar et al. (2005) studied the rainfall-runoll response of a mountainous
catchment, Typarts Creek, using TOPMODEL. Unlike the traditional application of
this model to contimuous rainfall-runoff data, its applicability to single slorm event-
runoff modeling, specifically floods, was explored. The topographic index values
within the catchment were determined using the digital termain analysis procedures in
conjunction with digital elevation model (DEM) data. Select parameters such as
surface transmissivity T,, transmissivity decay parsmeter m, and initial moisture
deficit in root zone, S, were calibrated using an iterative procedure to obtain the best
fit runofT hydrograph. These parameters were calibrated using three additional storm
events. They found the calibration results to be in general agreement with the resalts
documented from previous studies. However, the model did not perform well in
verification, and consequently, a universal set of TOPMODEL parameters could not
be recommended for simulating runoff from Tygarts Creek catchment.
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Machabe (2003) proposed an equivalence between TOPMODEL and NRCS
Curve Number (NRCS-CN) method for predicting variable runofl source aress. They
found that NRCS-CN model can be used successfully to describe the probehility
distribution function of moisture deficit in & catchment calculated by TOPMODEL.
His approach was W constrain 5" parameter in NRCS-CN model by the physical soil
and topography characteristies of the eatchment and depth to water table. By piving &
clear physical meaning for *S" he provided better estimation of this parameter in
humid vegetated landscape, where runoff production is controlled by rising water
table. The sty showed that a distributed model might be equivalent 10 a lumped
parameter model, especially when the objective is to predict a spatially imtegrated
response, like runoff at catchment outlet.

Wang et al, (2006) used the TOPMODEL's rainfall — runoff hydrologic
concepl, based on soil saturation process, in representing hydrograph recession curve
by power function decay of hydraulic conductivity with soil depth. They developed »
power function formulation of Green and Ampt infiltration equation to represent field
measurements in Ward Pound Ridpe watershed in New York City drinking water
supply area. They used power function decay to compute Topogruphic Index
distributions of soil saturation of TOPMODEL and found that soil hydraulic
conductivity values had power function decay with soil depth.

Yenkatesh and Jain (2000) applied TOPMODEL 10 Malaprabha catchment
(520 km®) in Kamataka state 1o simulate the daily flows. The topographic index for
Malaprabha catchment was derived by developing a digital elevation model (DEM)
by inferpolating the contours in the basin at 300 m grid size. The results indicated that
the model could be used to simulate the flows in the catchment quite accurately. The
efficiency of model was found to be 0.89 and 0.79, respectively, in calibration and
validation. Also the model was able to simulate the timing and magnitude of the peak
Row satisfactonly.

Jain (1996) tested the applicability of TOPMODEL for simulating rainfall-
runoff response of Hemavathy catchment in Western Ghats. NS efficiency (Nash-
Sutcliffe, 1970) was more than 0.84 both for model calibration and validation on
independent data serics. This show TOPMODEL works well in simulating rainfall-
runafT response for a catchment.

A lock al the applications of TOPMODEL shows its suitability to widely
differing catchments in respect of size, climate and land cover conditions. However,

125



the model has cerain limiations as: (i) The model only simulates watershod
hydrology; (ii) it can be applied most accurately to watersheds that do not suffer from
excessively long dry periods and have shallow homogeneous soil and moderate
topography; and (iii) the mode] results are sensitive to grid size, and grid size < 50 m
is recommended.

Very few studies have been carried out for Indian catchments, and yet the model
has not been explored for their applicability to hilly watersheds, particularly for
Himalayan watersheds. In this chapter, the applicability of TOPMODEL is tested for
simulating rainfall-runoff response of Chaukhutia watershed, a hilly catchment of
Ramganga river catchment using daily rainfall-runoff data as discussed below.

54 TOPFMODEL DESCRIPTION

TOPMODEL is a set of conceptual tools that can be used to reproduce the
hydrological behaviour of the catchments in a distibuted or semi-distributed way, in
particular the dynamics of surface or subsurface contributing areas. The model
simulates hydrologic fluxes of water {infiltration excess, overland flow, infiltration,
subsurface flow, evapotranspiration and channel routing) through & watershed. The
model simulates explicit groundwater / surface water interactions by predicting the
movement of waler table which determines where saturated land surface areas
develop and have the potential to produce seturation overland flow,

3.4.1 Model Assamptions

(i) The hydraulic gradient of subsurface flow is equal to the land surface
slope.

(ii) The actual lateral discharge is proportional to specific watershed area
(dminage arca per unit length of contour line).

(iif) The redistnbution of water within the subsurface can be approximated by 4
series of consecutive steady states.

(iv) The soil profile at each point has a finite capacity fo transport water
laterally down slope.
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(vi  The saturated hydraulic conductivity decreases exponentially as depth
below land surface increases.

5.4.2 Model Theory

In TOPMODEL, the topography dominated rainfall-excess generation process
is described by using a topographic index 4, = In (a/tan fi), where & is upslope
catchment area per unit contour length draining to a point 'i’ in the catchment and tan
P is the local surface topographic slope (assumed equal to hydreulic gradient of
saturated zone) al the same location. This index is used to calculate the average
moisture deficit over the entire eatchment and the local moisture deficit at any
location 'i* within the catchment. Hence it can be used to characterize how the
moisture deficit al any particular location within the catchment deviates from the
average moisture deficit of entire catchment, Thus, the main goal of TOPMODEL is
to compule storage deficit in water table depth at any location for every time siep. The
theory relates mean watershed storage deficit to local storage deficits using the local
value of a function of the topographic index.

The TOPMODEL parameters in runoff simulation examined in the past
studies are surface tramsmissivity 'T," and transmissivity decay parameier "m’.
According to Beven (1997), the concept of transmissivity, as used in TOPMODEL,
does nol have the ftraditional meaning of groundwater mechanics, where
transmissivity refers to the rate at which water is transmitted through a unit width of
aquifer under unil hydraulic gradient. The transmissivity values obtained using
TOPMONEL are for down slope subsurface flow, where the unit hydmulic gmadient is
equal to surface topographic slope. The other TOPMODEL parameter “m' reflects the
decay mate of assumed transmissivity profile (relationship between the subsurface
transmissivity, T, at any depth to the surface transmissivity, To). The slope of stream
flow recession curves during period of ne recharge to the groundwater table can be
analyzed to get an imitial estimate of parameter ‘m". In original version of
TOPMODEL, the soil hydraulic conductivity on the soil transmissivity is assumed lo
decay following a negative exponential law. In this case, the expression thal estimaics
the value of local storage deficit or water table depth is given in terms of topographic
index In (a / tan ). Other forms of soil hydraulic conductivity decay function lead to
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different index functions. When distributed values of soil transmissivity, Te, are
known, & soil tepographic index may be considered, In (&7, tanf).

55 RUNOFF PRODUCTION IN TOPMODEL

Runoff generation at a point depends on:
in Rainfall inténsity or amount
(i)  Antecedent soil moisture conditions
(iii)  Soils and vegetation
(i)  Depth to water table i.c. topography
{v)  Time scale of interest.

These vary spatially which suggest a spatial geographic approach to runoff
estimation, The soil profile is defined by a set of stores. The upper one is the root
zone storage, where rainfall infiltrates until the field capacity is reached. In this store,
evapotranspiraiion is assumed io tnke place at the potential mte (o decrease ai a linear
rate when the ool #one becomes depleted. Once the field capacity is exceeded, a
sccond storc starts filling until the waler content reaches saturation. The gravity
drainage store links the unsaturated and saturated zones, sccording to a linear function
that includes a time delay parameter for vertical routing through the unsaturated zone.
When the deficit in the gravity drainage store or water table depth equals zero, the
saturation condition is reached and the rainfall produces direet surface runofl.

TOPMODEL primarily estimates runoff st the catchment outlet from the
saturation excess al the surface and from the subsurface flow. The rainfall runoff
equations used are derived from:

()  Darcy'slaw
(i)  The continuity cquation
(iiiffy The assumption that the samrated hydraulic conductivity decreases
cxpoenentially as depth below the land surface increases.
Darcy’s Law:
Darcy's law in TOPMODEL takes the form
q="To (tan Prexp (-8 / m) (52)

128



where index ‘1", refers 10 a specific location in the catchment, q; = down slope low
bencath the water table per unit contour length (m*/h); tan By = average inflow slope
angle; T, = surface transmissivity [::nth] at location |; m = transmissivity decay
parameter; 8 = moisture deficit at location i in (m).

Confinuity Equation:
The continuity equation is represented by quasi-steady state recharge rate o
the water table, expressed as:

G=ns (5.3)
where r; is the recharge rate {(m/h) to the water table a; is the upslope contributing area
per unit contour lenpth {nﬁ’mj al any location i in the catchmenl, Combining
Equations (3.2) and (5.3) and rearranging gives an expression for moisture deficit §; at
any particular location *i' within the catchment, expressed as:

S =-mln (r, /T, tan B) (5.4)

The variable 8 in the above equation can be expressed in terms of average moisture
deficit, 8, for the entire catchment or sub catchment as:

S, =S-m|h, )~ (T, ~InT,}] (5.5)

where L) = In (g / tan fy) is the local topographic index and T. is the average
transmissivity value for the entire catchment or sub-catchment and is equal to

1
T, = [IJZ II'I T_ {5-'5]

where A is entire area of catchment; A = the catchment average topographic index
value and is given by

= (i—}z Infa, / tanf, ) (5.7)
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Equation (5.7) iz the fundamental equation for describing runoff production within
TOPMODEL because it defines the degree of saturation for each topopraphic index
value A, af any location within the catchment.

By sssuming T, equal 0 Ty, 5 depends on S and the deviation of the local
topographic index, A, from A Since small values ol 5 are associated with larger
values of the topographic index A, the higher the topographic index value at any
location in the catchment, the smaller amount of moisture that will be needed o
saturate the soil profile for that location.

In TOPMODEL, it is assumed that the hydraulic conductivity, K, decreases
exponentially with depth. The hydraulic conductivity and transmissivity have the
relation T = bK, where b is assumed average depth of soil moisture deficit zone.
Hence the transmissivity below the catchmeni surface can be expresscd as:

T=T, :Ipf-iilﬂ'nl (5.8)

where T (m’/h) is the tunsmissivity valuc for a local moisture deficit, S;. This
relationship is used in the development of Equation (5.5).

There are three main soil profile zones, namely mot zone, unsaturated zone
and saturation zone, When the rool zone exceeds the field capacity of the soil, excess
moisture contributes to moisture storage is the unsaturated zone. Beven et al, (1995)
describes the equation describing the flow through the unssturated and saturated
zones in TOPMODEL, which are:

1. The vertical flux through the unsaturated zone is represented by
Qi ™ Sue / Sily (3.9)
where gy has units of (m/Mh), 8 is the moisture storage in unsaturated zone at cach
time step at location i (m), 8; is moisture deficit in the unsaturated zone at location

*i" at each time step in (m), ty is the time delay per unit depth of deficil (h/m). The
term Sily represents a tlime constant that increases with the soil moisture deficit.
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2, The recharge rate to the saturaied zooe st any time step from the unsaturated zone
15 gy where A is the fractional arca associaled with topographic index class “i'.
This recharge is summed over the total number of topographic index classes, n, to
get the total recharge to the saturated zone ().

Al current time step, Qu(mh)= B g.A (3.10)
l

Omnce O, enters the saturated zone, the flow in the saturate zone on subsurface flow,
(Qp (mih), is

Q, =Q, exp™H'™ (5.11)

The flow Qy can also appear at the surface when the soil profile is fully saturated,
such as at the bottom of a hill slope, Q, (m/h) in Equation {5.11} is the subsurface
flow when the soil is fully saturated (i.e. when $ = 0)

Ag=As" (5.12)

where Y is the average soil-lopographic index and A is the tolal catchment area. The
average soil topographic index Y is given by

‘r’ziZln[aifT.mﬂF) (5.13)
For constani fransmissivity T,, within the catchment

]
Yoo (5.14)

The recharge rate to the saturated zone, (), and subsurface flow from the saturated
zone, Oy, are used to update the value of averape moisture defieit, in the catchment at

each time step at (h). This is represented by
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8 =5 +(Q,,,-Q,,.)a (5.15)

where the subscript t represents the current time interval, The initial value of § (e
when t = () is calculated from Equation (5.11) using the initial valoe of the observed
hydrograph es Qp. The towl contribution to the catchment outlet at any time siep, O
(simulated flow), is the sum of subsurfsce flow, O, and the saturation-excess
overland flow, Q. The overland flow 0, is calculated as the product of the depth
of saturation-excess and the fractional area of topographic index values that are
penerating the saturation-excess.

Routing is necessary to recognize the effects of travel time within the
catchment. The routing method used in TOPMODEL resembles Clark’s (1945)
method, which is a time-area routing method. In the time-area method of caichment
routing, the travel time in the caichment is divided into egual iniervals. At each time
interval, it is assumed that the area within the catchment boundaries and the specific
distance increment will contribute to the flow at the catchment outlet. The partial flow

at the catchment outlet from each sub-ares is equal to the product of the rainfall
excess produced times the area of the contributing portion of the catchment. Summing
the partial flows of all contributing areas at ench time step gives the total flow at the
catchmen! oullet for each time step in the hydrograph (Ponce 1989).

3.5.1 Procedure for Computation of In{a/tanf) Index for a Grid

In order to caleulate In (a/tanfl) index in each grid square, the contributing area
for that grid square must be calculated and then divided by the tangent of the slope
relevant to that grid. Only the downward direction is considered below. If it is
assumed that all the directions have the same water transporiation probability, then
the area drained by unit length of contour can be calculated as:

a=A/nL (5.16)
where n = number of downward stream direction, L = effeclive contour length
orthogonal to the direction of flow, and A = total srea drained by current gnd square

{total upslope area).
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The value of tan [§ can be compuied as:
Ianﬁ=%iunlﬂ. (5.17)

where tan [i; is the slope of the line connecting the current grid square with the ferther
mos! grid square in the i downstream direction, Therefore,

i A
- (5.18)
4B L3 tanp
and in(—2) = tnf— 2| (5.19)
B LS an pi
i=l

The amount of area A that contributes in each i® downstream direction is thus
caleulated as:

AA, = ‘:"_"‘E_IE:. (5.20)
2 tanB,
=l
The procedure is repeated on all cells of the DEM proceeding downstream.

5.52 Approaches for Computation of Topographic Index

Various procedures have been implemented to determine the spatial
distribution of the topographic index In (a‘tanf}). The development of these procedures
can be attributed to the manifold potential of the geopraphic information systems
(GIS) which by means of its integration with hydrological modules greatly facilitates
the estimation of the index in catchment areas.

Topographic index using single flow direction algorithm proposed by Jenson
and Dominique (1988) is the most commonly used method of computing topographic
index due to its simplicity and wide availability in most GIS systems. In this method,
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starting from & [YTM, the cumulstive upslope aren drained through a generic cell of
the DTM is computed by allowing flow of water to oceur in one of the possible cight
neighbouring cells by means of 8 moving window of 3 x 3 points centered on the
analysis point (1, J} {commonly known as D8 algonthun) which, aleng the direction of
maximum slope, moves sequentially from higher to lower DTM levels. At the end of
this elaboration, it 15 possible to associate the cumulative upslope area that has drained
through the element considered, the theoretical path taken by flow and the
topographic gradient in the direction of maximum slope to each DTM element (1, J).

Cireater detail can be obtained by introducing a stochastic component inside
the 38 algorithm, along the N-E, S-E, 5-W and N-W directions (Fairfield and
Leymane, 1991). This improvement, known as RhoB procedure, is more often found
more suitable in those moderately sloping areas along which the automatically
extracted channel network would tend to runoff in parallel along the preferential
directions, according to the D¥ approach. The DE and Rho8 procedures produce
similar distrnibution function of topographic index, however, the same procedures do
not represent completely the flow path of surface nnoff, especially in those areas
typified by divergent surfaces.

Freeman et al. (1991) introduced a multiple direction approach, defined as
FD8, for theoretical evaluation of the concentration of surface runoff by considering
the accumulated upslope area for any one cell is distributed amongst all those of
downstream direction according to weighted percentages relative to the slope. They
however demonstrated that FDE algorithm cannot simulate well in certain topographic
conditions, such as those found mn alluvial plains. In these circumstances a
pronounced expansion of surface nunoff along the alluvial plains is noticeable instead
of well-defineated stream channels, The FDE algorithm, therefore, has 1o be modified
according 1o the river network and local soil depth vanations.

A mixed scheme namely, FRRho8 (Medicino and Sole, 1997) allows the
evaluation of theoretical path of flow related 1o the permanent drainage system.
Runoff coming from slopes (scheme FDE), after having reached one of the channels
of the river network, must remain in it (scheme Rho8) until it reaches the basin outlet.

Quinn et al. (1995) suggested a specific procedure for hydrological
applications uwsing TOPMODEL, This is based on the analysis of distribution
functions of the topographic index obtained for different value of channel initiation
threshold, CIT which is mimmum drainage area required o initiate a channel.
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Vanations in the CIT produce different resolution levels of the channel network
because of different cataloging of a certain oumber of DTM cells (“Channel” cell, on
“slope™ cells).

Therefore, different procedures imply variation in the shape of the topographic
index distribution function, channels of the network are charactenized by a greater
concentration of surface runoff with respect to the slopes, and therefore, by higher
values of topographic index. [T a high starting value of CIT i3 selected (low network
resolution level), and ever decrensing values are considered (level increase), the
‘channel’ cells propagate upwards invelving the ‘slope’ cells that contain a channel,
and which are thus chamcterized by lower index values. This leads w a small increase
in the peak of the topographic index distribution function, These variations are
contained up to a threshold value of CIT for which there is a rapid rise and a
noticeable shifi of the distribution peak towards lower index values. This threshold
values according to Cuinn et al. (1995) should be more suitable for identification of
the permancnt channel network in the case of hydrological applications conducted
exclusively with TOPMODEL relative to basic resolution of current DTM.

In the sbove procedures there are two imporiant resiriclions, The first involves
the formation of runoff within DTM, which, as well as having a pixel, origin is routed
downwerds by means of a line (one dimensional). The second refers to runofl
directions, which are limited to the eight possibilities of neighbouring points of cell
under consideration. These problems can be overcome by a DTM cell is routed
downwards by means of a surface, analogous (0 that produced by the procedure
propased by Costa-Carbal and Burger (1994), called DEMON. In this procedure,
according to contour based stream tube approach used originally by Beven and
Kirkby (1979), runoff is generated by area and not by a pixel origin. Runoff produced
by DTM cell is routed downwards by means of a surface, analogous 1o thal produced
by the projection of a stream tube on (o o plane, Different stream tubes, or flow paths,
are identified locally as line intersection points, traced in aspect direction, with the
edges of the DTM cell. The width will vary according to morphology in the DTM,
increasing for divergent surfaces and decreases in relation to convergent surfaces.

Currently a digital terrain model (DTM) or digital elevation model (DEM) is
extensively used to calculate the spatial distribution of the topographic index in a
catchment (Saulnir et al, 1997). However, there are two factors which affect the
patiern of the topography index distribution; the resolution of the topography used in
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the DTM and the way to define 2 grid as containing the river channel or not in a
catchment, If & grid, which originally is one containing a river channel by one
threshold setting, which is used to decide whether the grid contains the river channel
or not, is considered as one of the water collection area without the river channel by
another threshold setting, the number of grids with high topography index will
increase and the distribution of topography index in a catchment will move to the end
of high value and, in turn, the average topography index of the catchment will
enlarge. In order to reduce the effect of the way to consider a grid as containing the
river channel on not, a channe! initiation threshold (CIT), is set up. If a grid with area
‘a" draining water through it greater than CIT, the grid is considered as one containing
waler channel; otherwise the grid is considered as one without the water channel
inside and as an area collecting water flow from upstream.

56 STUDY AREA AND DATA AVAILABILITY

A brief description of the Chaukhutia watershed is given in Chepter 2,
However, as per the requirements of TOPMODEL, a diagnosis of landuse and soil
classification and hydrological data has been discussed herein as follows.

5.6.1 Soil Type

A description of soil types of Chaukhutia watershed has been given in Chapter
2. However, this description meeis the requirements of the present study, which is
preparation of soil map for Chaukbutia watershed Broadly soils of this watershed
may be classified as loamy soils. Depth of so0il varies from shallow to deep and slope
varies from sieep to very steep. Hydrologically, soils present in the watershed can be
grouped into A through C as per SCS (1956). Figure 5.1 depicis the soil map
(NBSSLUP, 2004) of the watershed.

5.6.2 Land Use

A description of landuse types has been provided in Chapier 2. However, this
description meets the requirements of the present study, which is preparation of land
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use map for Chaukhutin watershed. In terms of land resources, the Chaukhutin
watershed is covered with forest, pasture, agriculture, settlement, and fallow/rocky/
waste lands. The forest cover of Chaukhutia watershed is about 50% of the total anea
of this watershed. The percentage of agricultural land ares is about 12.0% of the wtal
arga of the Chaukhutia watershed. About 13% area of the watershed is covered by
pasture. The arcs covered by urban and rural settlements in this watershed is about
K.0% of the total area. In nddition, the srea under dittferent roads is about 2.0% of the
total arca, Besides, other fand tvpes such as water bodies (dbout 3.0%) and area under
fallow/rocky/'waste lands is about 8.0% of the total area ol this watershed., Land cover
map of the watershed obtained after classification of LISSIN satellite image of IRS
system is shown in Figure 5.1,

SOIL GROUP
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Figure 5.1! Soil Map of Chaukhutia Watershed
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563 Stream Network

The watershed = dmined by a dense river network hnving kigh slopes. There
are two magor streams that meet the nver Kamganga at Chaukhutia namely Kurhlar
Gad which s 16 km long meeting the main river from south-cast dircetion. and
Khachvar Cadhera which 15 about 14 km long and meets the main streams north
direction of Chavkhutiy. Drainage map of Chaukhutia watershed is shown in Figure
5.3,
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Figure 5.2: Land use Map of Chaukhutia watershed

5.6.4 Data Availability

Basie topographic details were available from the Survey of India loposheets
(Nos, 33N4, 53NB, 5301, 5305 and 5304) at the scale of [1:50000. Daily rainfall and

runoff data for the wears 1975-T8 and June 1979 = May 1981 were available.
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Temperature data for the corresponding period was also availaoble and these were used
for computation of daily evapotranspiration of the watershed due 1o nonavailability of
ts observitions.

.. Drangs network
[ Watershed boundery

Figure 5.3: Drainage Map of Chavkhutin Watershed

£7 TOPMODEL APPLICATION
This section deals with the application of TOPMODEL to Chaukhutia
watershed 0 a step-to-step procedure as follows.

5.7.1 Data Processing

Application of TOPMODEL involves (i) peneration of digital elevation model
(DEM); (i) determining the topographic index distribution of watershed from
penerated DEM, after moking it sink free; (iii) preparing the nccessary input and
catchment data files from hvdrological and topographic index distribution data.
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5.7.L.1 DTM Generation and Analysis

In the present study scanned wpographic maps in scale of 150000 were used
o derive spatial information such as contours, drainage, spot heighi eic.
Georeferencing of scanned topographic maps was done using ERDAS IMAGINE
image processing system (ERDAS, 2001). The objective of Georeferencing is to
provide a rigid spatial framework by which positions of the real world features are
measured, computed and analysed in terms of length of a line, size of an area and
shape of a feature, The primary aim of a reference system is to locate a [eature on
carth surface.

All these maps were first registered in Geographic coordinate system (latitude,
longitude) and then re-projected in polyconic projection system with reference
spheroid a8 Everest 1956 (Indo-Nepal) by invoking geometric correction function of
data preparation menu of ERDAS IMAGINE. Then all the point features, line
features, such as comtours and streams, and area features, such as lakes, ponds efz,
were digitized as vector layer in ERDAS. All these files were exporied to ArcGIS
(ESRI, 2000) to assign associated attribute mformation elevation of contours ete, and
further processing.

The digitized contour map was interpolated using interpolation tools available
in Arc(ilS 1o produce DEM of Chaukhutia watershed. By using Topo to raster option
of Raster Interpolation menu, hydrologically correct DEM at a finer resolution of 20m
was made. Generated DEM was further aggregated to 100 m pixel size w fil into rows
and column limits imposed in TOPMODEL program. Aggregated DEM of 100 m
resolution was analysed further by TauDEM terrain analysis extension to ArcGIS
(Tarboton, 1997). Using terrain analysis functions available in TauDEM extensions, a
sink free DEM was generated. Location of the outlet of watershed was marked on
sink free DEM. For this, a shape file with point feature class was ereated in ArcMap
and outlet was located on the stream path by selecting Editor/Start and Stop Editing
and save edits options of ArcMap. Selecting this output file in Network Delineation
menu walershed was delineated. Afier masking operation Raster Digital Elevation
was masked and all pixels lying outside of watershed were assigned a value greater
than 9999.0m. The masked DEM of watershed is shown in Fig. 5.4.
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Figure 5.4: DEM of Chaukhutis walershed
5.7.1.2 Determination of Topographic Index

The penerated DEM was exported to ASCI format for inputting into DTM
analysis program of TOPMODEL. The input elevation file is a file of elevation in
meters, listed in order from bottom left hand (Sowth West) comeér, row by row,
working northwards, Oniyv the clevation of points within the catchment is used, all
other values in the matrix is set 1o a value greater than 9994%.0 (m). for Topographic
Index calculation. Values of topographic index In{w/'tanfi) were caleulated using single
and multiple direction flow algarithm (CQuinn et al., 1995),

By choosing Topogrophic Index distribution option of the program, output
files. with information of topographic index In{afanp). % contributing area AAL/A.
cumulative contributing area and nember of sinks and lake pixels, was obtained. The
gingle flow direction does not require a contour length term as eveéry pixel has the
same contour length, However, multiple flow direction algorithms have variable
putflow directions that are dependent on a cell’s neighbors, hence contour length §s

alsy considered for this flow direction. For this weighting factor of 0.5 was considered
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for cardinal directions and 0.35 for & diagonal direction for parditioning of flow
(Quinn ¢t al. 1991). These topographic index distribution values were reclassified into
27 classes 1o fit in dimensional limitation of less than or equal to 30 classes of the
TOPMODEL program available. Figs. 5.5a&b shows the spatial distribution of
Topographic Index in the catchment computed using single and multiple flow
direction algorithms. Fig. 56 shows cumulative frequency distribution of
Topographic Index In(a'tan /1) for single and multiple flow direction algorithm. As
can be seen from Fig. 5h, the curves showing cumulative frequency distributions for
single and multiple flow direction have same shape but index valucs computed by
single flow direction algorithm have higher values near channel cells due to
concentration of flow which can be seen clearly from this figure. Overall the
distribution of topographic index well spread across the catchment and nearly all high
index arcas are located near the streams. In general, the index map corresponds well
with the catchment wetness.

5.7.1.3 Preparation of Input Files

For setting up of a model for a watershed, input data files are required to be
prepared. The input files for application of the TOPMODEL consist of project file of
the watershed having information of text description of application, Catchment Data
file name, Hydrologic Input Data file name and Topographic Index Map file name.
The Caichment data file was prepared with all necessary data regarding lop(a/tanfi)
distnbution class values, stream channel distance increment with coninbuting area for
channel routing and fve model parameiers, namely, parameter of exponential
transmissivity function (m), the natural logarithm of effective transmissivity of the
soil when just saturated (In{T,)), the profile storage available for transpiration (SR qa),
initial storage deficit in root zone (SRyy), and effective surface routing velocity for
scaling the distancefarea (ChVel), with initial, minimum and maximum values of the
puramelers,

Hydrological inpul Data file was prepared with the available daily rainfall,
runoff and temperature data of the watershed. As reported previously, daily potential
evapotranspiration data were nol evailable, monthly Potential ¢vapo-transpiration was
calculated by an empinical formula given by Blancy and Criddle (1962). In this
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method potential evapotranspiration s estimated by correlating it with sunshine hour

and temperature. Sunshine at a place is dependent on latitude of the place and varies

with month of the vear. PCT for & erop during ils growing scason is given as:
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Figure 55: Topographic Index Map of Chankhutia watershed (a) Multiple
direction of flow, (b) Single direction of Mow
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Figure 5.6: Cumulative frequency distribution of Topographie Index for Single
and Multiple direction of flow

PET =¥ K*F (521

where, K is moathly crop coefficien determined from experimental data and F is
manthly consumptive use factar, given as:

F = (0.0457T,, + 0.8128) P (522)

where PET is the potential evapomnspiration in cm; T, s the mean monthly
temperature in “C and P, the monthly percentage of bright sunshine hour in the vear.
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‘58  ANALYSIS AND IMSCUSSION OF RESULTS

In this section, the model is calibrated and validated for its applicability to the
data of Chaukhutia watershed for runoff simulation, and the sensitivity analysis of
various model parameters is also carried oul as discussed in next sections.

5.8.1 Model Calibration and Validation

For calibration and validation of the model parameters, the available observed
data was split into two groups. The first group of data for years 1975 1o 1978 was
used for calibration of the model and the remaining data for years 1979 to 1981 was
used to validate the model results.

5.4.1.1 Model Calibration

Each formulation of the TOPMODEL may present an individual parameter set
o be calibrated. However, in the version of the TOPMODEL used in the present
study, there are five catical parameters that directly control model response. These are
L ‘m" : the parameler of exponential transmissivity function or recession curve
{units of depth, m).
2. In(Ty) : The natural logarithm of effective transmissivity of the soil when just
saturated. A homogeneous soil throughout the calchment is assumed.
3. SRaws : The seil profile storage available for transpiration i.e. available water
capacity (units of depth, m).
4. SR : The ininal storage deficit in the root zone (units of depth, m).
5. ChVel : Effective surface routing velocity for scaling the distance/area or
network width function, Linear routing is assumed (units of m/hr),

The model was applied on & continuous basis over a period of 4 years (Jan.
1975 to Dec. 1978) for calibration of model parameters for the watershed. A time step
of | day was selected for computations (o calibrate the model. As detailed earlier, all
five parameters were assigned with initial values. The calibration of parameters was
gysiematically performed starting with parameter ‘'m°. The value of parameter m was
varied, holding values of remaining four parameters at initial value and valoe of
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parameter m was determined which yields the highest Mash and Sutcliffe efficiency
value, ‘EFF'. Subsequently, the parameter m was assigned the just determined value
and next parameter In(Ty) was varied with an effort to further maximize clficiency.
This was repeated for remaining parnmeters in succession to arrive at a sel of
perameters which gave highest value of efficiency EFF. These parameters were
further refined by giving computed parameters as initial guess in second round of
execulion runs with narmow band of upper and lower limits and in this way a set of
parameters was chosen which gave highest value of EFF. Afier each run of the model,
four indices of goodness of it were considered for evaluation. These are:

* The Nash and Sutcliffe efficiency, EFF = (1 - u-,:'i'u‘imfl where o;" is residual

variance and o” gy is the observed variance. (5.24)
* Sum of squared errors, SSE = i { Quts— Quian)’ (5.25)
L]
= Sum of squared log error, SLE = 2 (1o QD) <o Quinad ) (5.26)
1
. Sumufabsuhmmrs,sm=i | Qotr— Qs | (5.27

The calibration of model parameiers was done by considenng values of
lopographic index computed by single as well a5 multiple flow direction algorithms.
For computation of topographic index using single flow direction, weighting factor
"H" was taken equal to 5.0 and for multiple flow direction *H" was taken as 1 for 100
m pixel size used in the present analysis (Quinn et al, 1995). The values of model
parameters obtained through calibration and values and error statistics for entire
calibration period obtained using topographic index values for single and multiple
direction algorithms are shown in Table 5.1. Yearly values of Nash-Sutcliffe
efficiency using multiple direction flow algorithm based topographic index are shown
in Table 5.2. As can be seen from Table 5.2 the efficiency of model varies from year
to yezar with a high value of 0.86 for year 1976 and lowest value for year (.33 for year
1978.

The result shows that there is little variation in efficiency as well as value of the
parameters in both single and multiple direction flows sugpesting insignificant effect
on computed results due to choice of computation method used for deriving
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topographic index. Figs. 5.7 through 5.10 show the simulated and observed
hydrographs for calibration period for years 1975 through 1978, respectively. As can
‘be seen from Fig. 5.7 the match of observed and simulated runoff is very good.

However, the observed and simulated runofT shown in Fig. 5.10 does not match well.

Table 5.1:Values of calibrated parameters and error statistics for calibration run

Flow
direction

LniTg)

SReer | SRy

Chvel

EFF

SSE

SLE

SAE

Multiple
(H =1

0.005

20

0.0015 | 0.001

3600

0.584

9.27E-6

3.73E+2

0.058

Single
{H=3)

0.0048

2.0

L0015 | 0,001

3600

0,583

0.20E-6

3.58E+2

0057

Jue s
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Figure 5.7: Observed and simulated hydrograph of Chaukbutia watershed
{calibration year 1975)
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Figure 58: Observed and simulated hydrograph of Chaukhutia watershed
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Figure 59: Observed and simulated hydrograph of Chaukhutia watershed
(calibration year1977)
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Figure 5.10: Observed and simulated hydrograph of Chaukhutia watershed
(calibration vear 1978)

Table 5.2: Yearly values of Nash-Sutcliffe efficiency for calibration run

1975 0.73

1976 0.862

1977 0,603

1978 0.336
5.8.1.2 Model Validation

The model was run further with above parameter values for validation data
series and the resulting efficiency was compared with the calibration efficiency,
Validation was carried out for the period different from the one used for calibrasion,

Same set of opiimized parameters as found during calibration were used 1o run the

muddel, The average values efficiency and other goodness of it indices for validetion

period are given in Table 5.3 Yearly values of Nash-Sutcliffe efficiency using

multiple direction flow algorithm based topographic index are shown in Table 5.4 for
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validafion period. As can be seen from Table 5.4 the efficiency of model varies from
year to year with highest value of 0.695 for year 1980-81 and lowest value of 1.419
for year 1979-80. Figs. 5.11 & 5.12 show the simulated and observed hydrographs for
validation period for years 1979-80 and 1980-81, respectively. As can be seen from
Fig. 5.12 the match of ohserved and simulated runoff is very good however the
observed and simulated runoff shown in Fig. 5,11 does not match well.

Table 5.3: Values of error statistics for validation run

s EFF SSE SLE SAE
Multiple (H=1.0) | 0.649 | 427E-6 2646+3 0.028
Single .
0.665 | 40TE-6 1.52E42 0.027
(H=5)
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Figure 5.11: Observed and simulated hydrograph of Chaukhutia watcrshed
(Validation year 1979-80).
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Tuble 5.4: Yearly values of Nash-Sutcliffe efficiency for validation run

Validation vear Efficiency
1979-80 0419
1980-81 0.683

It is evident from the results of model performance based on efficiency and
other goodness of fit indices that there is 4 minor difference in efficiency for single
and multiple direction flows. This may be due to marginal difference in values of
topographic index distribution in single as well as multidirectional flows.

1 M0 @% &3 &7 TV 85 ®E VI3 TRT 147 155 189 153 INT J1T TS AN 253 20T 207 TR 30U 3T BT 35T 35S

Figure 5.12: Observed and simulated hydrograph of Chaukhutia watershed
(Validation year 1980-81)

Topographic index indicates the propensity of landscape areas to become
wes. The maximum Topogeaphic Index elass was 25.0 and minimum Topographic
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[ndex class was 3.5. High index values are associated with river channel and low with
upland arcas which do not coniribute directly to runoff. From the Topographic index
distribution Map of Chaukhutia watershed it can be seen that most of the watershed
areas are in lower index class values. This is due to coverage of watershed with deep
forest (about 50%) which contributes a litde towards infiltration-excess runoff. This
may be a reason behind the low average Nash and Suicliffe efficiency valee of 0.58,
for calibration and 0.649 for validation periods.

The model simulated the rise and fall of seasonal base flow through the season
with superimposed overland and fast subsurface flow events. Simulations improved as
the rainfall cvents became more frequent and contributing arcas were morc
esteblished through wetting up. The calibration period plot of observed and simulated
hydrographs showed that the model reproduced the rise and fall of seasonal base flow
but under-cstimated some of the high munofl produwcing storm events. This
phenomenon was also visible in validation period plot of observed and simulated
hydrographs. This resulted in overall low efficiency of model. It is also observed
during calibration run that influence of parameter like SRea and ChVel on runoff
estimation s negligible. It may be due io coverage of walcrshed by decp forest with
the large moisture holding capacity. Deep forest also causes more evaporation. This
causes less initial root 2one deficit to occur at the start of next rainy season.

583 Sensitivity Analysis

The sensitivity analysis was carmied oul to evaluate the sensitivity of the
objective function due to change in the values of model parameters in predefined
range. An initial run of the model was made with the current value of parameters and
efficicocy as objective function. Then value of each of the parameters was altered in
specified lower and upper limits of the parameters and results for different
combinations of parameters set were obtained. A result for plots of efficiency with
change in values of individual parameters is shown graphically in Fig. 5.13. As can be
seen from Fig. 5.13, only three parameters namely ‘m’, In{T.) and SR are affecting
model efficiency and change in values for parameters SRy does not affect model
efficiency.
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5.8.4 Monte Carle Analvsis

To evaluate modet performance further, Mome Carlo simulation runs were
taken using uniform random samples of the parameters chosen for inclusion in the
analysis. Values of the other parameters were kept constant ot their current values.
The result was analyzed by Generalized Likelihood Uncertainty Estimation (GLUE)

s

Figure 5.13: Sensitivity analysis of parameters of Chaukhutia watershed

Generalized Likelihood Uncertainty Estimation (GLUE)

'Ihe purpose of model calibeation was to determine uncertainty associated with
model prediction estimales derived from simulation for the entire season. The GLUE
procedure requires a number of choices to be made (Beven and Binley, 1992):

L. Sampling a range for each parameter;

2. Methodology for sampling the porameater space;

3. A likelihood measure of model performance;

4. A criterion for acceptance or rejection of models; and
8. A methodology for updating likelihood messures.



Random values of parameters m, In{Tg), SR, SR, 8nd Ch Vel were drawn
from uniform distributions over specified ranges, 1000 sets of five randomly
generated parameters were supplied to TOPMODEL. The likelihdod measure to
evaluate model performance was the modeling efficicncy of Nash and Sutcliffe

(170
L& | Y)=[1 o/l (5.28)

where  L(6; | Y) is the likelihood measure for the i"™® model conditioned on the
observations, o” . is the observed varisnce for the period under consideration, and o,
is the associated error variance for the 'i'" model. The 1000 parameter sets were
selected for calibration period. The criterion for behavioral parameter sets was
sclected as E > 0.5, and all others rejected.

From the result of Mente Carlo Analysis run, scatter plots of maximum
likelihood versus different parameters were obtained. Doity plots of 'E" versus
parameters (Fig. 5.14) were used to assess the sensitivity of parameters to model
performance. All the parameters have showed good or bad simulations over wide
ranges of parameter space. [t can be concluded from plots that *'m' and *SRopw”
parameters are sensitive to simuletion due fo clustering of dots in a certain range of
parameter space. Based on Monte Carlo analysis list of top 20 mnked parameter sets
are shown in Teble 5.5. Among these twenty sets, only four parameter sefs have
efficiency E > 0.5. This indicales that model simulated the daily flows of Chaukhutia
walcrshed less than satisfactorily.

59 SUMMARY & CONCLUSIONS

This chapter evaluated the applicability of TOPMODEL to daily flow
simulation of Chaukhutia watershed of Ramganga catchment, a forest and sub-
Himalayzn watershed. As discussed in section 5.3, such an evaluation does not appear -
to have been reported in recent past. TOPMODEL, a distributed, topopraphically
based hydrological model was applied to simulate continuously the runoff hydrograph
of Chaukhutia watershed, It is a variable contributing area conceptual model in which
topography cantrols the soil water storage snd runoff generation. In this model, the
total flow is caleulnted as the sum of two terms: surface runoff and flow in the
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saturated zone. The TOPMODEL is attractive because of its structural simplicity and
consideration of only a few parameters.

Table 5.5: List of top ranked parameter sels as per Monte Carlo simulation

Rank M La(Ts) SRouas SRy | EMficiency

1 0.005 3.626 0.001 0.179 0.578
7 0.004 5823 0.003 0.102 0.533
i 0.005 4,400 0.004 0.701 0.509
4 0,006 3.12 0.004 0268 0.504
5 0.004 4.652 0.007 0.312 0.493
6 0.004 7382 0.006 0386 0,491
7 0.005 9329 0.005 0.974 0.473
u 0.006 3.034 0,006 0.236 0.449
g 0.005 0.562 0.007 0.151 0.447
10 0.003 8.481 0.012 0.664 0.426
1 0.006 8.640 0,005 0.395 0.419
12 0.005 2415 0011 0.051 0.398
13 0.005 6.436 0.008 0,966 0.391
14 0.007 4.281 0.006 0.963 0.379
15 0.005 2.915 0,014 0.604 0378
16 0.002 2,448 0.013 0.394 0.377
17 0.003 1714 0,001 0.342 0,373
8 0.008 2.564 0.006 0.715 0,368
19 (.05 4. 712 0.013 0.146 (368
20 0.009 249% | 0.003 0.177 0.36

Raster DEM input for the model is generated through Arc GIS after
digitization contour map from Survey of India toposheets. For model calibration and
validation, the available data was split info two groups: the first set (1975 — 78) was
used for calibration of the model, and the other set (1979 — 81) for validation. The
model efficiency was 0.58 in calibration end 0.649 in validation period, The
simulations provided an insight into the response of the catchment at different periods
of the season. TOPMODEL performed only reamml:;ly well as a continuous



hydrograph simulator in the Chaukhutia watershed. The model simulates well the base
flow events but most of the peaks were under-simulated, Although top-ranked
parameter scts achicved modeling cfficiency of E = 0,57, and thus, simulation results
are less than encouraging. This may be due 1o topography of watershed area which
has a moderate to steep sloping surface covered with deep forest whereas
TOPMODEL is suitable for moderate topography only. Furthermore, decp forest
contributes less to saturation excess runoff.

Figure 5.14: Doty plots of parameters of Chaukhutia watershed for EfMficiency
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CHAPTER 6

APPLICATION OF SWAT MODEL

Water is the most precious and prime natural resource and & major constituent of
all known forms of living matter on the planet earth. It is the single most important
requirement for life. It is probably the only natural resource to touch all aspects of human
civilizations- from sgriculture and industrial development to the cultural and religious
values embedded in society. As water brings life, water can also take life away. Large
volumes of flowing water carry tremendous energy resulting in flooding and related
phenomenon such as mudslides. For these reasons, throughout history, human beings
have attempied to understand the behavior of water in order to reap the benefils it
provides, while minimizing its potential for destruction. Over the year's rapid growth in
population, wrhanizstion and industrialization and changes in economic and social
activities have resulted in increased and diversified demand of water. As the quantity of
available water has remained constant, water has progressively emerged as the most
important nalional and intemational issue. So there i need 1o simulate the runoff with
reasonable accuracy by considering various faciors affecting runoff. Numemus models
are available 1o simulate hydrological regime from catchments.

The Soil and Water Assessment Tool (SWAT) is a distributed watershed model
developed by Agricultural Research Service (ARS) of United States Department of
Apgriculture (LUSDA) to predict the impact of land management practices on waler,
sediment and apricultural chemical yields in complex watersheds. 1t is a comprebensive
model which requires & significant amount of data and parameters for simulation of
runofl and loadings mainly from rural catchments. To set up the SWAT model, a
watcrshed is subdivided into a number of sub watersheds. These watersheds are further
subdivided inlo Hydrolegic Response Units (HRU) which are units of unique ntersection
of land use and soil. Watershed map inputs i.e. topographic, land use and soil maps, @re
provided 1o this model in the form of well reated digital raster maps in addition to
several model compatible databases prepared by using latest Remote Sensing and
Geographical Information System techniques. Most of the equations are solved at HRU
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level in SWAT. Thus, this evalustes the applicability of SWAT model to simulstion
runoff from sub-Himalayan Chaukhutia watershed.

The Chaukhutin watershed is the uppermost Himalayan catchment of Ramgangs
river in the State of Uttrakhand. This watershed is situated in hilly terrain consisting of
rolling and undulating topography having very steep iregular slopes. Soils of this
walershed vary in texture, depth and slope. Hydrologic seil group alse varies from B o C
at different segments of this watershed. In terms of land resources, this watershed is
dominantly covered by forests along with pasture, agriculture, fallow/rocky'waste land,
seitlements, road and stream networks, Thus, the Chaukhutia watershed consists of a
complex termin and there exists heterogencity in land use and soil structures in this
watershed. So simulation of runoff using any lumped model for this watershed may not
produce good results. Hydrologic simulation models using distributed information of the
witershed may be more suitable in modeling such complex watersheds.

&1 ORIECTIVES

Broadly, this chapter aims at to discuss the suitability of SWAT model to simulate
runoff in a predominantly forested mountainous catchment of Ramganga at Chaukhutia,
The general layout of the study is ss follows:

= Creation of Digital Elevation Model (DEM) of the study area.

e Creation of land use map of the study area using satellite data.

® Creation of digital soil map of the study area.

» Creation of data base compatible with SWAT maodel.

s  Simulation of runoff using the latest AVSWATX extension of SWAT-2005

maodel

» Calibration and validation of the model with different data sets.

* Sensitivity analysis of the model.
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62 SWAT MODEL

SWAT is a river bagin, or watershed, scale model originally developed by Jedl
Amold for the United States Department of Agriculiure (LISDA) - Agricultural Rescarch
Service (ARS) (Liew et al., 2007 & Neitsch et al., 2005). SWAT was developed 10
predict the impact of land management practices with reasonable accuracy, on water,
sediment, and agricultural chemical yields in large complex watersheds with varying
soils, land use, and management conditions over long periods of time. This model was
obtained by merging the models: Simulstors for Water Resources in Rural Basins
(SWRREB) (William et al, 1985; Amold ¢ al., 1990) and Routing Outputs to the Outlet
(ROTO) {Amaold et al,, 1995). The poal of developing SWRRB model was mainly the
prediction of effect of management decisions on waler and sediment yields with
reasongble accuracy for ungauged rural basing throughout United States (Amold and
William, 1987). The other specific models that contributed significantly to the
development of SWAT were: Chemicals, Runoff and Erosion From Agricultural
Managemen! Systems ) (CREAMS) (Knisel, 1980 ), Ground Water Loading Effect on
Agricufiural Management Systems (GLEAMS) (Leonard et al, 1987 ), and Erosion-
Productivity Impact Caleulator (EPIC) { Williams et al | 1984 ),

SWERRB was initially developed from modificstions to the daily minfall
hydrologic model from CREAMS. The major changes were model expansion o allow
simultaneous computations and addition of storage compenents, weather generator,
EPIC crop growth model, improved peak runoff predictions, flood routing component,
transmission loss and sediment transpont caleulations.

Models were developed primarily to asscss water quality issucs in the |980"s, and
SWRRB was a good model for simulating just that. In the late 1980°s, the need to analyze
larger, more complex walersheds arose. Al this time, SWRRB was limited to ten sub
basins in which water and sediment transport was routed from each subbasin directly to
the outlet of the watershed. The development of a model called ROTO allowed the
outputs from SWRRB io be routed through channels and reservoirs. SWRRB and ROTO
were merged together to form SWAT.
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SWAT (written in FORTRAN 90) was created in the early 9{s, and since then it
has undergone continued review, expansion of capabilitics and extensive validation. The
most significant improvements of the mode] between releases include:

SWATHM.Z:  Multiple hydrologic response units (HR Us) incorporated.

SWATY6.2: :Auto-fertilization and auto-irrigation added a5 management options;
:Canopy storage of waler incorporated;
:Carbon Dioxide component added 1o crop growth model for climatic
change studies;
:Penmen-Monieith PET equation added;
:Lateral flow of water in the soil based on kinematic storage model
incomparated,
tIn-siream pesticide routing &nd nutrient water quality equations from
QUAL2E added;

SWAT9E.1: :Snow melt routines and in-stream water quality improved,;
‘Mutrient cycling routines expanded;
:Grazing, manure applications, and tile flow drainage added as

manggement options;
:Model modified for use in Southern Hemisphere,

SWAT99.1: :Nutrient cycling and rice/wetland routines improved, Rservoir/pond/
wetland nutrient removal by settling added;
‘Bank storage of water in reach and routing of metals through reach
added;
:All year references in model changed from last 2 digits of year to
4- digit year;
:Urban build up/wash off equations from SWMM added along with
regression equations from USGS;
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SWATZ000; : Bacteria transport routines, Green & Ampt infiltration added;

: Weather generator improves;

: Daily solar radiation, relative humidity, and wind speed allowed to be
read in or generated;

: All PET methods reviewed and allowed its values for watershed o be
read in or calculated;

: Elevation band processes improved;

: Simulation of unlimited number of reservoirs enabled;

: Muskingum routing method added;

: Dormancy calculations for proper simulation in tropical areas was
modified

SWAT2005: AVSWAT-X, [Beta version of SWAT2005]
: Weather forecast scenarios added;

: Bacteria transport routines improved;

: Sub daily precipitation generator added,;

: Retention parameter used in the daily CN calculation may be a function
of soil water content or plant evapotranspiration;

: Interfaces for the model have been developed in Windows (Visual Basic)
GRASS, and ArcView, AreGIS. SWAT has undergone cxtensive
villidation.

The world wide application of SWAT reveals that it is a versatile model that can
be used to integrate multiple environmental processes, which support more effective

watershed management and development for better policy decisions. The SWAT is a very
Mexible and robust tool that can be used to simulate variety of watershed problems. The

SWAT model has proven to be an effective tool for assessing water resources and diffuse
pollution problems for a wide range of scales and environmental conditions across the

globe, In LUSA, SWAT is increasingly being used to support Total Maximum Daily Load
{TDML) analysis (Mausbach and Dedrick, 2004), the effectiveness of conservation
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practices in Conservation Effect Assessment Project (CEAF), macro scale studies
covering Upper Mississippi River Basin and even entire US (Benaman et al., 2005), and a
wide varicty of other water use and water quality applications. Similar SWAT application
trends have alsa emerged in Europe and other countries {Amold & Fohrer, 2005),

63 SWAT APPLICATIONS- CASE STUDIES

63.1 Internztional Applications

Upper Mississippi River Basin (US): A simulation study using SWAT has been
initiated to access current and alternative nutrient, cropping and management practices in
Upper Mississippt River Basin. Preliminary results indicate that the result is viable for
predicting UMRB flows. The study is being carried out by Gassman et al., (2003).

Mekong River Basin (MRE): Mekong river is the 2 largest river In the world with a
total length of 4800 km and 4 basin ares of 795,000 km” for which it is ranked 21" It is
also ranked 8™ in the world for its average annual rainfall of 475,000 Million m’ (575.5
mm). The basin is composed of portions of several countries, including China (21%),
Myanmar (3%}, Laos (25%), Thailand (23%), Cambodia (20%), and Vietnam (8%).
The SWAT model has been embedded into the Decision Support Framework as the first
official hydrological model of the Mekong River Commission (MRC) end is used to
gencrate runofl at the sub basin level. Presently, SWAT has been used te generate runofl
from each sub basin under historical climate conditions and land cover change. In the
future, the MRC will improve the Mekong SWAT model in various aspects such as better
calibration results and land cover change. The SWAT capability in water quality and
sedimentation will also be tested and applied. The study is being carried out by Jirayoot
and Trung (2005),

Exe Catchment (UK): The Exe Catchment has a total area of 1530 km* is a large rural
and agricultural catchmeni located in southem England, SWAT model was applied and
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calibrated, verified and validated for hydrolopy snd this has been taken as a sufficient
base for modeling contaminants. The study is being carried out by White et al., (2005).

Elbe River Basin: The Elbe nver basin covers large parts of Eastern Germany (213
portion) and Czech Republic (1/3 portion). The river is 1092 km. long and drainage arca
is 148268 km® . Svil and Water integrated model based on SWAT was able to illustrate
with a reasonable sccurscy the basic hydrologic processes, the cycling of nutrients in the
soil and their ransport with water, the growth and yield of major crops and the dynamic
features of soil and erosion and sediment transport under different environment
conditions in catchment of wmperate climate zones. The study was carried out by

Krysanova et al. (2005).

Cannuta Basin: Cannata is an ephemeral mountainous tributary of the Flascio river in
Eastern Silicy (Europe). The basin covers 1.3 km” between 903 m and 1270 m above sea
level with an average slope of 21%. The overall result of SWAT performance evaluation
carried out for the Cannata basin was found to be very promising. The model was found
to be efficacious in simulating surface runofT,

Terou Catchmeat: Terou catchment is # sub catchment of the Oueme River in sub
humid African catchment. SWAT 2003 verison was found (o be appropriate (o
adequately simulate changes in land use and precipitation. Further, reasonable values for
future changes in runoff and erosion rates were obtained. The study was carried out by
Busche et al., 2005,

MNaivasha Lake Basin: Maivasha Lake iz located within the eastern branch of Great Rift
Valley of Kenya occupying a basin area of about 3200 km®, SWAT model was applied lo
estimate spatial distribution of the flow in the basin to lake Naivasha and also to estimate
lake water level fluctuation. Due 1o the altitudinal differences diverse climatic conditions
were found in the basin. SWAT model was found to simulate the stream flow from year
1935 to 1965 with an acceptable accuracy. The study was carried out by Muthuwatta,

(2004).
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Upper Uma Oys Catchment: Upper Uma Oya catchment is a main tributary of
Mahaweli River and flows inlo Ratnambe Reservoir in SA Lanka. It covers
approximately 89 km® with a high spatial variation of topography, rainfall and vegetation.
SWAT model was found to simulate the hydrological condition of the catchment with an
aeceptable accuracy. The results shows that the changes in the land use greatly affect the
hydrological characteristics of the catchment, especially increase the soil erosion in steep
sloping areas with tea compared to natural forests.

Amamch Catchment: Amamch catchment in Iran 5 a mountainous and snow bound
region having area of 37.20 km”, The SWAT model was applied for water and sediment
yield simulations and it was found that the structure of the SWAT model proved to be
very stable, but the snow component of the model needed improvement and was therefore
modified accordingly, The results were promising for water and sediment yield
simulations. The study was carried out by Gholami & Gosain, (2005).

Yellow, Heihe River Basin: Runoff changes were studied for the Yellow river (China)
hesdwaters under different climate and land coverage scemarios. Non poinl source
pollution problems mainly caused by livestock over the Heihe river basin (7241.0 km®)
were studied and evaluated by using SWAT model. Based on the sensitivity analysis for
different livestock scenarios, an effective strategy was proposed for having sustainable
development for the study area. SWAT model was applied 1o Luxi watershed to simulate
runoff time series. The study was done by Hao et al., (2005).

Woady Yaloak River Basin: Woady Yaloak river hasin is located in Corangamite
region in South Victoria, Australia and has an area of about 1463 sq. km. SWAT model
was applied o predict the impacts of future land use changes within the basin, The resulis
were very conducive and it was found that the model has very good potential for being
adopted as a management tool to predict the impacts of future land use changes across the
Corangamite region of Australia. The study was carried out by Watson et al., (2003).
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Yongdam & Bocheong Watersheds: SWAT model was applied to estimate daily stream
flow of Yongdam and Bocheong watersheds in Korea having catchments areas of 930 sq.
km and 348 sq. km, respectively. It was found that the model performed successfully for
these watersheds., The calibration and validation results showed a pood agresment with
the simulated and observed daily stream flow, The study was performed by (Kim et al.,
2003).

Big Creek Watershed: The Big Creek Watershed situated in U.S.A., having an arca of
|33 sq. km., not only contributes significant amounts of flow 1o the Lower Cache River,
but also carries a higher sediment load than other tributarics localed in the arca, Detailed
sensitivity and feasibility analysis were performed for the SWAT model. Its feasibility
analysis results demonstrate the suitability of SWAT for use in future decision support
models that support comprehensive watershed management. The feasibility analysis
demonstrates that SWAT is capable of identifying environmentally friendly land use and
management practices and is & suitable watershed simulation model for use as a
component of integrative walershed management tools. The study was conducted by
Muleta et al. (2007).

Colworth Catchment: Kannan et al. (2007) applied SWAT-2000 model on a small
catchment of 141.5 ha in the Unilever Colworth estste, in Shambrook, Bedfordshire,
United Kingdom. The performance of SWAT model in different combinations of runoff
generation and evapotranspiration methodologies available for hydrological modeling
was explored and the following conclusions were drawn from the sudy:
. ldentification of the correct combination of ET and runoff generation methods is
crucial for getting reasonably good resulis in hydrological modelling.
b. Calibrating the SWAT model using data from a wet period produces betler results
than calibeating it using data from a dry period.
e. The temperature-based Hargreaves method appears o be at least as pood as the
more complex energy-based Penman-Montieth method in predicting daily
evapatranspiration.
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d. The curve number method performed better than the Green and Ampt method in
moadelling runoff.

Five USDA-ARS Experimental Watersheds: Liew el al. (2007) evaluated the
performance of SWAT model under a range of climatic, topographic, soils, and land use
conditions in compliance with LS., Senate Document. Hydrologic responses were
simulsied on five USDA Agricultural Research Service watersheds that included
Mahantango Creck Experimental Watershed (7 sq. km.) in Pennsylvania, Reynolds Creek
Experimental Watershed (239 sq. km_) in Idaho in the northern part of the United States,
Little River Experimental Watershed (334 sq. km.) in Georgis, Little Washila River
Experimental Watershed (610 sq. km.) in Oklahoma and Walnut Gulch Experimental
Watershed (149 sq. km.) in Arizona in the south. A long record of multigauge climatic
and streamflow data on each of the watersheds was used for model calibration and
validation. The newly developed auto calibration tool in AYSWAT-X [Beta version of
SWAT2005] was used to calibrate stream flow response in the model. Test results
demonstrate the unigueness of esch calibrated parameter set and comesponding
hydrologic response. SWAT exhibits an element of robustness in simulating stream flow
responses for a range in topographic, soils, and land use conditions. Differences in model
performance, however, are noticeable on & climatic basis in that, except when explicitly
calibrated, SWAT performs better on watersheds in more humid climates than in desen
or semi-desert climates.

63.1 National Applications

Nagwan Watershed: The Nagwan watershed having an area of 90.23 km® is located in
the upper Damodar-Baraker Valley in the state of Tharkhand in eastern India. Tripathi et
al. (2005) conducted a study to test the applicability of SWAT model for runoff, sediment
yield, and nutrient loss simulations for Nagwan watershed in &8 GIS environment, GIS
was used to delineate the watershed and was further sub-divided into 12 sub-watersheds
on the basis of topography. SWA'T model was found to be successful to simulate
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accurately daily and monthly runoff, sediment yield and nutrient losses, particularly from
small agriculture watersheds,

Banha Watershed: Hanha watershed having an arca of 16935 hectare is situated in
Damodar Valley Corporation {(DVC) command in Hazaribag district of Jharkhand state in
india. The watershed has three on stream check dams. Using SWAT model, Mishra et al.
{2003) studied various aspects of the hydrology of Banha watershed, The SWAT model
was found in accounting for different processes in small watersheds. The model made
accurate estimation of the deposited sediment in check dams, and also how the removal
of sediments and sands over time can Improve walershed management.

Pallern Sub Basin: The Palleru sub-basin lies entirely in the state of Andhra Pradesh,
India. The length of the Palleru River from its source (o its outfall is 152 km. Gosain et
al. (2005) tested the suitability of SWAT model using daily rainfall-runofT data from year
1972 to 1994, The results obtained were very promising and indicating model’s
suitability for ungauged catchments.

Salasi Khad Walershed: Salasi Khad watershed is situsted in Hamirpur district of
Himachal Pradesh having an area of 3171.805 ha. SWAT model was run using eight
years of daily weather data {1998 1o 2005) with changing proposal of land use pattem and
it was found that SWAT model has the capability of providing very erucial information atl
the watershed scale. Further, the authors found that it is also possible to generate scenario
with respect to the interventions that are proposed to be implemented and simulate their
possible impacts before these are actually implemented. The study was conducted by
Gosain et al., (2006).

Dudhi and Bewss Watersheds: Two adjscent micro-watersheds Dudhi (catctment area
= 5.089 km") and Bewas (catchment area = 7.554 km?) are situated in the district of
Raisen of Madhya Pradesh, Dudhi watershed has been extensively developed as part of a
Watershed Management Programmme, whereas Bewas is & virgin watershed. Gossin et
al. {2006) tested the applicability of SWAT model using nine years daily weather data
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(1994 10 2002) for both walersheds for different proposed changes in land use paner.
The authors also found that using SWAT model it is also possible to generste scenario
with respect to the interventions that are proposed io be implemented and simulate their
passible impacts before these are actually implemented.

Major Indian River Basins: Gosain et al. (2005 & 2006) conducted 8 comprehensive
hydrological study wsing SWAT model to determine the spatio-lemporal water
availability in the various river systems of India. Simulation over twelve river basins of
the country namely Brahmani, Cauvery, Ganga, Godavari, Krishna, Luni, Mahanadi,
Mahi, Narmada, Pennar, Sabarmati and Tapi, were camied out using 40 years (20 years
belonging to control or present and 20 years for GHG (Green House Gas) or fulure
climate scenario) of simulated weather data. The initial analysis has revealed that under
the GHG scenario, severity of droughts and intensity of floods in various parts of the
country may gel deteriorated. Mareaver, they found a general reduction in the quantity of
the available runoff under the cument GHG scenario.

6.4 STUDY AREA AND DATA AVAILABILITY

This section deals with the specifically required chamcteristics/data of the

watershed and availahility of hydro-meteorological data to test the applicability of SWAT
model o the data of Chaukhutia watershed. A geneml description of Chaukhutia

watershed has been given in Chapter 2,

6.4.1 Hydro-Mcteorological Data

This sub-section deals with availability of varioas types of hydrological-
meleorological data gs discussed here.

6.4.1.1 Rainfall
A significant portion of total precipitation in the form of rainfall in the watershed

occurs mainly during the four months of the monsoon, i.e. from June to September with a
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mean annual total precipitation of 1357.8 mm. In fact, the monsoon contributes about
74.2% of the total annual rainfall. Total annual ramfall varies from 967.9 mm (1981) to
1983.1 mm (199¥). Mean monthly rainfall varies from 6.9 mm in the month of November
to 3443 mm in the month of July, Daily rainfall data recorded at Chaukhutia for the

peried (rom January 1962 to October 2006 were obtained and analyzed to arrive at data
required for making weather generation tables for the SWAT model.

6.4.1.2 Runoff

There is a streem gauge station for messuring runofl of the river Ramganga at
Chaukhutia. Geographic Incation of this stream gauge station is having latitude of 29" 53"
107 and longitude of 79" 20 40" and this is situated at an altitude of 939.05 m above
mean sea level (MSL). Daily runoff data from January 1975 to December 1978, Jun 1979
lo December 1980 were availahle and used in the present study.

6.4.1.3 Climate

The Chaukhutia watershed lies in Sub Himalayan zone of Westem Himalaya. The
varistion in altitude influences the climate of the watershed. The climate of this
watershed varies from sub-tropical in the lower region to sub-temperate and temperate in
upper region with a mean annual tempersture of 24.5°C and a mean minimum
temperature of 17.3°C. The mean maximum and minimum temperatures, relative
humidity, evapotranspiration, sunshine hours and sverage monthly and annual
temperatures of Chaukhuotia watershed are presented in Table 2.1.

65 DATA PROCESSING

The latest AVSWATX [Beta Version of SWAT2005] works on ArcView
Interface (3.1 or later) as an extension. To creale AVSWATX database, the interface

needs two types of information about watershed, viz. map themes and database files.
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(A). Map Themes: It requires:

Arcinfo-ArcView Grid-Digital Elevation Model (DEM),

b. Arclnfo-ArcView Grid or Shape Land wse/Land cover map.
e. Arclnfo-AreView Gnd or Shape soil map.
d. Arclnfo-ArcView Grid or Shape-DEM mask.

(B). Database Files: It requires:

Precipitation data table.

Runoff dats wable,

Temperature data table.

Weather generation table.

Location tables of outlet of watershed, Rain gauge, Temperature gauge,
Weather generation gauge.

Solar radiation, Wind speed, Relative humidity tables.

Land use kook up tables.

Sail look up table.

The methodology adopted in preparation of above map themes and databases is discussed

in the following sections.

66 SOFTWARES USED

To prepare the Map themes and Database files, following softwares were used as
shown in Table 6.1.

67 MAP THEMES

This section deals with the methodalogy edopted in preparation of map themes as
discussed in the following sub-sections.
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Table 6.1; Softwares Used For Preparation of Map Themes and Database Files

5L No. | Layer Layer Source | File Type Software Used
Formai
1 Contour | Polyline | Topomaps | Shape File | AreGIS9.0 & ERDASS.S
2 Point Point | Topomaps | Shape File | ArceGIS9.0 & ERDASS.S
Elevation
3 Drainage/ | Polyline | Toposhest | Shape File | AreGIS9.0 & ERDASES
Stream
4 Land use | Raster Satellite | Imapery ERDASR.S
map Imagery File
5 S0il map | Polygon Imagery Shﬂﬂﬁh ArcG159.0 & ERDASHS
[ DEM Raster | Shape File img Arc(zI159.0
7 Database | Tabular Diata .dbf Microsoft Exeel
Kecord

6.7.1 Digital Elevation Model (DEM)

Digilal Elevation Model is sampled array of elevations (Z) that are regularly
spaced intervals in the X & Y directions. DEM of the study area was prepared from
digitized contour information from topomaps. Scanned topographic maps were geo-
referenced in ERDAS sysiem in polyconic projection system using Spheroid Everest
1956 and datum Indian (India™epal). Contour map was digitized using “On-Screen™
{heads-up) method of digitization in ERDASES / ArcGIS9.0 software. On screen
digitizing involves bringing a scanned map into the GIS software and tracing the features
using a mouse, Digitization is vector based application of GIS. Vector based OIS stores
map [calures as points, lines and polygons with high sccurscy. Genersted DEM of
Chaukhutia watershed is presented in Fig. 6.1.

6.7.2 Landuse Map

Land use map was prepared using IRS-LISS-I1I imagery having spatial resolution of 23.5
m. Ln-supervised classification was done in ERDASRE.S software initially assigning 125
numbers of classes, These classes were merged in to seven classes based on the
information available from toposheets/reports etc. Some relevant features such as roads,
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urban areas were also digitized from toposheets, Un combining these two image features
final land use map was prepared.

Seven different classes of land use were penerated as given in Table 6.2 and land
use map of Chaukhutia watershed has been shown in Fig. 6.2. This land use map has
been converted into grid form which 15 compatible with SWAT model using ArcGIs9.0

soflware,

i 4
SCALE w1 Kilometers

Figure 6.1: Digital Elevation Model of Chaukhutia watershed
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Table .2: Land Use Class for Chaukhuotia Watershed

| 8L No. Land use class ' Area | Ha)
' Agriculre | 7123233
2 Fallow / Rocky / Waste 37509.725
3 Farest 28106.669
4 Pasture . 9191.252
s River | 7TTI8E
B Road 1704.154
7 Setilement | 4602960
i Total ' 57357.158
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Figure 6.2: Land vse map of Chavkhutia watershed



6.7.3  Soil Map

So0il map of the Chaukhutis watershed was extracted from available soil map
(NBSS&ELLUP) of the Stute of Utirakhand. Hardcopy map was scanned and the scanned
image was used to digitize boundaries of various soil units using ArcGIS9.0 software
Soil map of Unrakhand has been divided into 97 soil mapping units out of which seven
numbers of soil mapping units viz Soil Mapping Units 14.23,28,36,38,45 and 48 falls
under Chaukhutia watershed as given in Table 2.2, On adding above digitized shape file
af soil map of Chaukhutia and AT of Chaukhutia watershed as input, desired soil map of
Chaukhutia watershed was obtained, Respective soil mapping units of the soil map as
given in soil legend of Uttrakhand were also added in the attribute table of scil map of

Chaukhutia as shown in Fig, 6.3,

!
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Figure 6.3: Soll map of Chaukhutia watershed
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68 DATABASE FILES

Following databases were processed and prepared as per Soil and Water Assessment
Tool, Theoretical Documentation, Version 2000 (SWAT 2000) (Neitsch et al., 2002),
Soil and Water Assessment Tool, Lisers Manual, Version 2000 (SWAT 2000) (Neitsch. et
al., 2002) and ArcView Interface for SWAT 2000, User's Guide {Luzio et al., 2002), as

discussed below,

6.8.1 Precipitation Data Table

SCS-CN method was chosen in the SWAT model for simulating runofT for which
precipitation data is required in dBase (.dbf) format as specified in the above SWAT
muanual. Daily precipitation (mm) data for the simulstion period from January 1975 to
December 1980 were used to run the model. Daily precipitation data for the period from
January 1975 o December 1978 was used for calibvation and from June 1979 to
December 1980 was used for validation.

6.8.2 Runoff Data Table

To simulate runefT from SWAT model, observed runoff is not required as input to
the model. However, if option for automatic calibration, sensitivity and uncertainty
analysis of the SWAT model is used then observed runoff is supplied as text file. Runoff
data table for the periods from January 1975 to December 1978 was prepared in text {bxt)
format as specified in the above SWAT manual.

6.83 Temperaiure Data Table

Temperature data table is wsed to store daily maximum and minimum air
temperatures, These temperatures can either be used to read by the model or may be
generated by the model for simulation. Temperature data ("C) table was prepared in
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dBase (dbf) format as specified in the SWAT model manual for the above simulation
perind.

.84 Weailher Generation Table

Weather penerator database contains the statistical data required io penemte
representative daily climate data for the sub basins. SWAT model requires daily
precipitation, maximum and minimum air temperature, solar radiation, wind speed and
relative humidity. Values of all these purameters may be directly read from records of
observed data or they may be generated. In the present study observed records of
precipitation and maximum and minimum air temperatures were available and have been
directly used. Data for remaining parameters such as solar radiation, wind speed and
relative humidity were not available and therefore generated by SWAT software based on
weather generator data base table described below, This database consists of the
following veriables arranged in dBase (dbf) format as specified in the above SWAT

manual:

{i) Title: Simply title of the file and it is not processed by the model.
(i) WLATITUDE: Latitude of the weather station used to creale statistical
parameters. This value of latitude was given as 29.886 degrees.
{iii) WLONGITUDE: Longitude of the weather station. This value of longitude was
given as 79.344 degrees.
{iv) WELEY: Elevation of weather station in meter. This value of elevation was
given as 939.050 m.
(v} XPR: X projected coordinate of the weather station location. This value of
coordinate was given as 57437,
{vi) YPR: Y projecied coordinate of the weather station location. This value of
coordinate was given as TO607,
(vii) RAIN_YRS: Number of years of maximum monthly 0.5 h rainfall deta used. It
was taken as 45 years, Daily rainfall recorded at Chaukhutia watershed outlet for
the period from January 1962 1o Movember 2006 (Total 45 years, given in
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Appendix A) has been used to genersic different varisbles of this weather
genemation datahase,
(vilj TMPMX: Average daily maximum air temperature for the month in °C. These
values were computed by summing the maximum air temperature for every day in
the month for all years of record and dividing by the number of days summed.
These values are shown in Table 6.3.

Table 6.3: Average daily maximum air temperature in °C

Feb | Max

Ape

May | Jun

Jul

Aug

Sep

it

Moy

[ 19.95

2461 | 30.69

38TV

J7.81 | 38

0

A5.84

354

.69

3187

29,10

22.2%

(ix) TMPMN: Average daily minimum air temperature for the month in "C, These
values were computed by summing the minimum air temperature for every day in
the month for all years of record and dividing by the number of days summed.
These values are shown in Table 6.4,

Table 6.4: Average daily minimum air temperature in *C

Moanth

Feb

bellar

Apr

May | Jum

I

Aug

Sep

Ot

TMPMMN

5.E4

293

14327

19.35

2263 § 2438

24.55

24.37

Ty

18.98

2.13

(x}) TMPSTDMX: Standard deviation for daeily maximum air temperature in the
maonth. This parameter quantifies the variability in maximum temperature for each
month, These values are shown in Table 6.5.

Table 6.5: Standsrd deviation for daily maximum air temperature

Maonth

Jan

Feb | Mar

Apr | May

i

Jul

Aug

Sep

Ot

Nov

TMPSTDMX

149

413 | 374

1276 | 309

177

1.99

3.00

303

3.00

i

247

348




(xi) TMPSTDMMN: Standard deviation for daily minimum air temperature in the
maonth. This paramoter quantifies the variability in minimum temperature for each
month, These values are shown in Table 6.6.

Table 6.6: Standard deviation for daily minimem air temperature
Mondi | Jan [ Feb [ Mar [ Apr [ May | Jun | Jul | Avg [ Sep [ Oct | Nov [ Des

TMPSTDMN | 283 | 376 | 400 | 425 | 396 | 331 | 319 | 238 | 213 | 396 | 377 | 1.7

Salss s | |

—_—

(xii} PCPMM: Average total monthly precipitation in mm of water, These values were
computed on the basis of daily precipitation for the period from January 1962 to
November 2006 as shown in Table 6.7,

Table 6.7: Average total monthly precipitation in mm of water
Month | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec

PCPMM | 4572 | 3557 | 4990 | 4048 | 7549 | 8398 | 4828 | 32626 | ITHAG | 2E62 | 536 | 20004

(xtlf) PCPSTIx Standard deviation for daily precipitation in the month, This parameter
quantifics the variability in precipitation for each month. Thesc values ase shown

iri Table 6.8_

Table 6.5: Standard deviation for daily precipitation

Month | Jan | Feb | Mar | Apr | May | Jum | Jul | Aug | Sep [ Oct | Nov | Dec
PCPSTD | 1012 | 1071 | 9.59 [ 10001 | 1260 | 1686 | 1964 | 1722 1734 | 14.88 | B.66 | 15.00

(xivi PCPSKW: Skew coefficient for daily precipitation in the month. This parameter
quantifies the symmetry of the precipitation distribution about the monthly mean.

These values are shown in Table 6.9,
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Table 6.9: Skew coefficient for daily precipitation

Manih

Jan

Fekr

Mur

Apr

May

lun

Jul

Aug

Sep

Ot

g

PCPSKW

177

1.80

1.91

248

Z.47

5]

245

07

.59

KR

1.47

{xv} FPR_W(l, mon): Probability of a wet day following a dry day in the month. These
values were compuied on dividing the number of times a wet day followed a dry
day in the month for the entire period of record by the number of dry days in the
month during the entire period of record. These probability values are shown in
Table 6.10.

Table 6.10: Probability of a wet day following a dry day

lan

Feb

| Mar

Apr

May

Jun

Jul

AUE

Sep

Ot

How

X

PR.W(I)

000

b2

(R

0.

0.31

045

026

.06

i Rir]

2

(xvl) PR_W{(Z, mon): Probability of a wet day following a wet day in the month. These
values were compuied on dividing the number of times a wet day followed a wet
day in the month for the entire period af record by the number of wet days in the
month during the entire period of record. These probability values are shown in
Table 6.11,

Table 6.11: Probability of a wet day following a wet day

Month

Ian

Feb

Apr

May

Jum

Aug

Sep

Ot

Mo

PR_W(Z)

.38

0.36

037

.44

.42

.53

L)

0.75

061

0.33

0.21

0.34

(xvii) PCPD: Average number of days of precipitation in the month. These values were
computed on dividing the number of wel days in the month during the entire
period of record by number of years of record. These values are shown in Table

6.1

L
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Table 6.12: Avernge number of days of precipitation

Feb | Bdar

Apr

My

Jun

Jul

Aug

Sep | Ocl

PCPD | 407 | 5.

16 | 5.00

4,50

TS

12,64

1969

20,38

12.24 | 263

.ty

1.73

(xviii) RAINHHMX: Maximum 0.5 h rainfall in entire period of record for month. This
value represents the most extreme 30-minute rainfall intensity recorded in the
entire period of record. These values are shown in Table 6.13.

Table 6.13: Maximum (.5h rainfall in mm

Jan | Feb | Mar

Apr

May | Jun

Jul

Avg | Sep | Ot

Moy

RAINHHMX

933 | 10.00 | 10.00

1053

1337 ) 1217

26,60

2040 | 29.67 | 19.00

D
263

(xix) SOLARAV: Daily average solar radiation for month in MJ/m * iday. This value is
calculated by summing the total solar radiation for every day in the month for all
years of record and dividing by the number of days summed. In the present study
this value has been taken from text book of Hydrology and Water Resources
Engincering (Patra, 2008) with some modification as per sample data attached
with SWAT model. These valves are shown in Table 6.14.

Table 6.14: Daily average solar radiation (MJ/m * /day)

Jan

[ Feb | Mar

Apr

May | Jun

Jul

Aug

Sep | Oct

10.33

13,09 | 17.10

1.7

2299 | WM.

2443

1335

1799 | 1641

xn

996

(xx) DEWPT: Average daily dew point temperature in the month in "C. In the present
study this value has been taken to be the same as per sample data attached with
SWAT model, which has been shown in Table 6.15.
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Table 6.15: Average daily dew point temperature in "C
Monh | Jam | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Now | Dec

DEWPT | 0.76 | 2.42 | 435 | 1055 | 1645 | 19.86 | 20.56 | 2007 | 17.15 | 11.38 | 580 | 1.66

(xxi) WNDAV: Daily average wind speed in the month in m/s. This value is calculated
by summing the average wind speed values for every day in the monih for all
years of record and dividing by the number of days summed. In the present study
this value has been taken from nearby observed data with some modification,
which are shown in Table 6.16.

Table 6.16: Daily average wind speed in m/s

Month | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Ot | Mov
WHNDAY | 2.40 | 2.67 | 3.06 | 34D | 3.65 | 340 | 323 | 309 | 2.74 | 2.19 | 1.94

"=|§’

6.9 LOCATION TABLES

Location lables for outlet of watershed, rain gauge, lemperature gauge and
wezther generation gouge were made in dBase (.dbf) format as per above User’s Guide
for SWAT2000, Coordinates have been provided in terms of X and Y projected
coordinates of all the above stations and watershed outlet.

6.9.1 Solar Radiation, Wind Speed & Relative Humidity Tahles

In the present study options were selected at the time of simulation to gencrate
solar radiation, wind speed and relative humidity as per above weather peneration table.

6.9.2 Land Use Look Up Table

This table s used to specify the SWAT land cover plant‘urban land code to be
modeled for each category in the land usc map grid. [t was formatted in dBasc (.dbf) table
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s por above User’s Guide for SWAT2000, Data contained in this able has been shown
in Table 6.17. Codes contained in this table are for Agriculture, Fallow / Rocky / Waste
land, Forest, Pasture, River, Road and Settlement respectively,

Table 6.17: Land use look up table

5

Valiss 1 2 3 4
Land wse | AGRL SPAS FRSE PAST WETN UTRN LRLD
6.93 Soil Look Up Table

This table is used to specify the type of soil to be modeled for each category in the

soil map grid. The soil input file defines the physical propertics of the soil layers. This
table consists of the following variables:

(0
()

(iii)

(iv)

v}

(vi)

(vii)

Title: Simply title of the file and it is not processed by the model.

SNAM: Soil name. As soil has been classified into seven calegorics as per “Soil
Legend of Uttranchal™ provided by National Bureau of Soil Survey and Land Use
Planning (NBSSLUP), Govi. of India, New Delhi, following soil name has been
given  above seven categorics: SMU14, SMU23, SMU28. SMU36, SMU3E,
SMLI45 and SMU4S, Here SMU stands for Soil Mapping Unit,

HYDROLOGIC SOIL GROUP: Based on the definitions for the different
classes of hydrologic soil group, as given in different text books and above sail
user menual, broadly two types of hydrologic soil group has been decided which
are B&C.

SOL_ZMX: Maximum rooting depth of soil profile (mm). This value was taken
from above SWAT User’s Manual,

ANION_EXCL: Fraction of porosity. It was taken from text book on Applied
Hydrology (Chow et al., 1988).

SOL_CRK: Maximum crack volume of soil profile expressed as a frection of the
total soil volume. Default values from the software (AVSWATX) were adopted.
TEXTURE: Texture of soil layer. This data is not processed by the model.
Textural characieristics were taken from above “Soil Legend of Uttranchal”,
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(ix}

{(x)

(xi)

(i)

4

(x1v)
(xv)
(xvi)

(xvii)

(xviii)

SOL_Z: Depth of soil surface from bottom of layer in mm. Values were taken
from above SWAT User’s Manual.

SOL_BD: Moist bulk density in gfom”. It's values were taken from text book on
Design Hydrology and Sedimentology for Small Catchments (Haan et al. 1994).
SOL_AWC: Available water capacity of the soil layer in mm of water. Values
were taken from book on Watershed Management (Tideman, 1999).

SOL_K: Saturated hydraulic conductivity in mm/hr. Values were taken from text
book on Applied Hydrology (Chow, 1988).

SOL_CBN: Organic carbon content (% soil weight). Values were taken from
AVSWATX database.

CLAY': Clay content (% soil weight). Values were taken from text books.

SILT: Sill content (% soil weight). Values were taken from text books.
SAND: Sand content (% soil weight). Values were taken from text books.
ROCK: Rock content (% soil weight). Values were taken from text books.
SOL_ALB: Moist soil albedo. Value was taken from AVSWATX database.
USLE_K: USLE equation’s soil erodibility factor (units: 0.013 (metric ton
m* hey(m ' -metric ton em)). Velues were taken from text book on Design
Hydrology and Sedimentology for Small Catchments (Haan et al, 1994).

All the above variables of seil look up table are shown in Table 6.18.

6.10 APPLICATION, RESULTS AND DISCUSSION

To run the SWAT model, extension of the model available for ArcView GIS

(AVSWATX (Beta version of SWAT2003)) was installed. Using the detailed instructions
available for setting up of SWAT model from its user's manual (SWAT, 2005), the
model was setup for Database of the Chaukhutia watershed generated in the previous
sections. This section deals with setting-up of model, calibration, validation and
sensitivity analysis as discussed below.
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6.10.1 SWAT Model Setup

All the required map themes (DEM, Mask and Land use in grid format and Soil
map in shape file) and database sets prepared as discussed earlier sections were placed in
a newly cmeated sub-directory namely ‘Chaukhutia® under “avswatdb™ dircctory of
AVSWATX Extension of SWAT2005. Weather generation and soil dstsbase tsbles
already prepared in dBase (.dbf) format were directly placed in the above ‘avswatdb’
directory in the form of user weather generation table and user soil database.

Table 6.18: Soil datalmse

sl Varinhls SMUL4 | SMLUZY | SMLU28 | SMUX | SMU3S | SMLUM4S | SML4R
N,
r E | 4 5 i 7 . )
FHY DiGRP C 1] B [ i _C B
2 SO0L FMX 200000 2000.00 | 200000 | 2000.00 | 3000.00 200000 | 2000 )
| 3 ANIOM EXCL | D464 0.E0] 0.501 0464 0464 0.464 0.5101
4 SOL CRK 0,500 0 50 0500 0500 | 0500 0560 0.500
5 TEXTURE TFL-LSS | T-CLS Ts-ClS | TC-FIS | TLS-FLS | TC-FLS | TSSS
| & [BOL Z S00.00 S00.00 L0000 504100 S04 000 50000 | 500,00
7 S0L BD 145 1.45 1.45 |45 | 45 1.45 .45
B SOL AWC 0.1y 018 018 0.17 017 0.17 0.18
o S0L K 1.00 5,00 5.00 1.00 1.08 1.04 5,00
0 | &L CBN 0,988 1.125 1.125 0,958 R [L9E8 L125
11 | CLAY A0.00 20,00 20,00 J00d 3000 .00 20,00
12 | SILT S0.00 50,00 50 0 50.00 50,00 50.00 500
13 | SAND 20.00 20,00 30,00 20.00 20,00 20,00 .00
14 |ROCK 0.00 0.0 000 1.0 {0 [101,1] 0.00
15 | SO0L ALR 0.03 .03 .03 .03 0.0 .03 0.0
6 | USLE K .32 .34 0.24 0,12 052 .32 024

6.10.2 Stream and Watershed Delineation

First of all preprocessing of the DEM grid as alrcady prepared for Chaukhutia and
its surrounding area was done. The preprocessing module generates a stream notwaork
from the DEM based on user defined channel initiation threshold (CIT) value. The value
of CIT depends on topography of the ares and is generally decided based on level of
channe! gencration desired. For the present study, CIT value of 2500 hectare was chosen
as thiz value resulted in genesation of all major channel networks in the watershed. Based

on the generated channel network, the preprocessor delineated sub-watersheds for each of
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the junction of the streams, The location of the watershed outlet was manually supplied Lo
the preprocessor in the form of a dbase table. Generated sub-watersheds with location of
the watershed outlet are shown in Fig. 6.4, Sub-basin parameters have also been
calculated by the model and watershed and sub-basin wise elevation report was obtained,
The elevation statistics and area for cach sub-basin and entire watershed is shown in

Table 6.19,
6.10.3 Land Use and Soil Delineation and Distribution

Land use grid map has been clipped to the watershed area and then reclassified as
per SWAT codes. Soil map was also clipped using the watershed boundary and tagged to
user soil database based on soil mapping units (SMU, Table 2.2) already added to the
model in the form of user soil database. Fig. 6.5 shows reclassified sofl map. By
overlaying of land use and s0il maps, report for distribution of land use & soil in esch of
the sub-basins and entire watershed was obtained, Hydrologic response units (HRLU) were
demarcated sccording to multiple hydrologic response unit option on setting & threshold
value of 0% for each of land use and soil class which resufted in ereation of 133
numbers of HRUs in the watcrshed. Report of HRU's for different sub basin was
ohtained, however the same is nol produced fere to save space. The report for landuse
and soil distribution (affer application of threshold) for entire watershed is shown in
Tables 6.20 and 6.21 respectively.

6.10.4 Generution of Hydrological Database

Dily precipitation, daily maximum and minimum temperatures and generated
weather datsbases were loaded as input for simulation. Solar radiation, wind speed and
relative humidity were opted 1o be simulated by the mode! itself due to lack of records,
The model was run on yearly, monthly and daily basis for the period from January 1973
to December 1978 and for calibrating model parameters. The validation of the calibrated
model was done using data for period June 1979 to December 1980,
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Figure 6.4: Sub-basins of Chaukhutia watershed
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Table 6.19: Elevation statisties for Chaukhutia watershed

&l Basin Minimum | Msximum | Mean | Standard | Area(Hs) | %
Mo. Elevation | Elevation Elevation | Deviation i
{m) (m) {m)
1 | Entire watershed | 534,845 | 3099.20 178274 42431 | 5209 100.00
2 | Subbasin 1 1544.] S0 30 21T 36 347684 3059 534
3 | Subbasiv 2 153326 S055.35 218283 341,186 5303 9.1
4 | Subhasin 3 128728 248602 I Th4. 86 260743 4680 818
5 | Bubbmsin 4 1286.06 41,76 179927 159042 3062 534
& | Subbasin 5 12501 J0&7T.22 212674 4119 4620 B.O7
7 Sabbasin & 125124 197276 1511.91 136,765 1) 1.55
B | Subbasm7 105831 363.HE 1954969 403, 165 7961 133
0 | Subbazin 8 106316 24056 157984 28100 2389 417
10 | Subbasin 9 101984 | 2150.74 138216 | 245.776 | 1108 E
11 | Sobbazin 10 102105 5606 1EDD.T1 332057 4055 R.74
12 | Sabbasin 11 34845 | 2088.12 133515 259,504 | 4106 FAT]
13 | Subbasin 12 04023 2119.68 138234 68773 | 1969 144
14 | Spbbasin 13 4] 564 169559 119133 211609 JOHy Q.52
15 :ﬂ'ihl'.ﬂfl'l 14 940517 752 175655 J652 944 6713 11.73
16 | Saubbasin 15 0438 147997 110047 144 234 T 03
17 | Subbasin 16 043409 | 230042 1433 56 IWAA4T | 5999 1048

Table 6.20: Land use report of Chaukhutia watershed after threshold application

5L Neo. Landuse | SWAT | SWAT Description Areain Ha | % Ares
code

1 Agriculture AGRL Agricultural Land- E155 1093
Generic

: Fallow / Rocky / SPAS Summer Pastare 2708 47

Waste

3 Frrest FRSE Forest-Evergreen 13871 .14

4 Pasture PAST Pasture 10763 18.81

= 5 llw:-r = WETN wﬂhﬁ,ﬂmpm- 216 038

& Sestlement URLD Residential-Low 1415 3.9
S Deensity

Total 572289 iog
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Landuse map used in SWAT

Figure 6.5; Reclassified land use map

6.11 Maodel Calibration and Validation

For this investigaton, ten calibration parameters of SWAT which govem the
rainfall-runoff process were gelected for calibration using the data of the Chaukhutia
watershed. Model parameters were grouped into three categories (Tahle 6.23), which
were considered 1o predominanily govemn surface, subsurface, and basin response. [ able

.22 lists parameters, descriptions, and units that were calibrated with the auio calibration
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tool for the Chaukhutia watersheds. A brief description of each parameter 15 given as
below:

Table 6.21: Soil report of Chankhutia watershed after threshold application

Bl Mo Soil Code Duseription of sodl Area in Ha. %% Area

| SMUIA | 5ol Mapping Unit 14 12503 2185

. SMLZ3 Soil Mpping Linit 23 5T 10.08

] SMUZE | Soil Mapping Unit 28 19783 ET Y]
== SMU3E | Soll Mapping Usit 36 (490 1134
5 SMUAE | Soil Mapping Unit 38 10123 17.6%

6 EMUM5 | Soil Mapping Unit 45 2557 447
Total 5TI0 100

6.11.1 Parameters Governing Surface Response

Calibration purameters govemning the surfnce-water response in SWAT include
the runofT curve numbser, the soil evaporation compensation factor, and the available soil
waler capacity. The nmoff curve number for AMC 11 (CN;) is used to compute runoff
depth from total rainfall depth, It is o function of watershed properties that include soil
type, land use and treatment, ground surface condition, and antecedent moisture
condition. The soil evaporation compensation factor adjusts the depth distribution for
evaporation from the soil to account for the effect of capillary action, crusting, and
cracks The available soil water capacity (SOL_AWC) is the volume of water that is
available 1o plants if the soil was at field capacity. It is estimated by determining the
amount of water released between in situ field capacity and the permanent wilting point.



Table 6.22: Parameters calibrated in SWAT

SLNo. | Paramefer Deseription Units
Paramefers poverning surface water response
I CN2 SCS runoff curve number none
2 ESCO Soil evaporation compensation factor none
SOL_AWC Available soil water capacity mm/mm
Parameters governing subsurface water response
4 | GW_REVAP Groundwater “revap” coefficient none
3 REVAPMN Minimum threshold depth of water in the shallow T
aquifer for “revap” o ocour
6 GWOMN Minimum threshold depth of water in the shallow mm
aquifer required for return flow to occur
GW DELAY Groundwater delay days
ALPHA_BF Baseflow alpha factor or recession constant days
Parameters governing basin response
0 SURLAG Surface nunoff lag time days
10 CH K2 Channel hydrmulic conductivity mm/h

6.11.2 Parameters Governing Subsurface Response

Six calibration parameters govern the subsurface water response in SWAT. One
of these parameters is referred to as the groundwater “revap” coefficient (GW_REVAP),
which controds the amount of water that will move from the shallow aquifer to the root
zone as a result of soil moisiure depletion and the amount of direct groundwater uptake
from deep-rooted trees and shrubs. Another parameter that governs the subsurface
response is the threshold depth of water in the shallow aquifer for revap o occur
{(REVAPMN). Movement of water from the shallow aquifer to the root zone or to plants
is allowed only if the depth of water in the shallow aquifer is equal to or greater than the
minimum revap. A third parameter is the threshold depth of water in the shallow aguifer
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required for remm flow 1o occur to the stream {ijWQMN}. Two other parameters that
govern walershed response include the base flow alpha factor and groundwater delay.
The base fow slpha factor (ALFHA BF), or recession constant, characterizes the
groundwater recession curve. This factor approaches one for flat recessions and
approaches zero for steep recessions. The groundwater delay (GW_DELAY) is the time
required for water leaving the bottom of the root zone to reach the shallow aquifer. A
sixth factor is the deep aquifer percolation fraction that governs the fraction of
percolation from the rool zone o the deep aquifer (RCHRG_DP).

6.11.3 Parameters Governing Basin Response

Two parameters thal govern basin response in SWAT were calibruted in this
study, These included channel hydraulic conductivity (CH_K2) that governs the
movement of water from the stream bed to the subsurface for ephemeral or transient
streams, and the surface runoff lag time SURLAG that provides a storage factor in the
model to allow runofT to ake longer than one day to reach a sub basin outlel Five other
basin parameters thal goven snowfall and snowmell in SWAT were not used as the

Chaukhutia watershed does not have contribution from smow melt.
The runoff data (processed in text format) observed at Chaukhutia watershed

outlet for the period from January 1975 to December 1978 was used for model
calibration. Initial values of all the parameters discussed above were assigned to different
parameter files and response of the model was observed by running model on calibration
datasel. Based on performance statistics it was felt that the parameiers need to be
calibrated for improving simulated results from the model. Accordingly, a range of
minimum and maximum velues for each of the model parameters was workout from
guide values given in SWAT user's manual and were used to calibrate model using auto-
calibration fool. After successful execution of the model, a set of parameter values were
oblained which gave minimum value of the cbjective function. Parameter values
calibrated in the model using suto calibration tool are given in Table 6.23. Resulls of
simulation from the model with calibrated values of the model parameters were then
obtained both for calibration and velidation period {June 1979 to December 1980).

191



Table 6.23: Calibrated Parameter Valaes

5L No. Parameter Initial value Calibrated value
1 CN2 Varies with land use and soil 10% increase
everywhere

2 SOL_AWC 0.54 0,39

3 ESCO 095 0.91

4 GW_REVAP 0.07 0.02

- REVAPMN 1.00 430.00

6 GWOMN | 380 0.00

7 ALPHA BF 0.0480 0.02

8 CH K2 0.00 150,00

9 SURLAG 4 3

10 GW DELAY 31 31

6.12 Discussion of Results

Year wise daily observed and simulated runoff along with daily precipitation
values for the years 1975 throagh 1979 (from Jun. to Dec.) and 1980 are graphically
presented in Figs. 6.6 to 6,11 respectively. Monthly observed and simulated ninoffs for
the above years in the shapes of bar chans are shown in Figs, 6.12 to 6.17 respectively.
Annual observed and simulated runofT is presented in Fig, 6.18. Out of the above daily
graphs, first four graphs (Figs. 6.6 to 6.9) were obtained after calibrating the model with
known values of daily runoff. Rest two graphs (Figs. 6.10 and 6.1 1) are of the validation

period.

6.13 Performance Evaluation

Five evaluation criteria were used to assess monthly and daily stream flows
sirulated by SWAT. The first two crileria were quantitative statistics that measured the
agreement between simulated and observed values, and the rest three criteria were a
visual comparison of plots of simulated and observed values as discussed below.
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6.13.1 Quantitative Evaluation

The first evaluation criterion used was the percent bias (PBIAS), which is a
measure of the average lendency of the simulated flows to be larger or smaller than their
observed values. The optimal PBIAS value is 0.0; a positive value indicates a model bias
toward underestimation, whereas a negative value indicates a bias toward overestimation
(Gupta et al., 1999). PBIAS may be expressed as:

¥ (@ ~0u)

PBIAS = = (100) (6.1)

3 ()

k=im

where PBIAS = deviation of streamflow discharge expressed as a percent; (o =-
Observed streamflow (m'fs or (om/s)); and Qiin = Simulated streamflow (m™fs or
(emis)).

Donigian et al. (1983) considered HSPF model performance “very good™ if the
absolute percent error is <10%, “good™ if the error is between 10 and <15%, and “fair” if
the error is between 15 and <25% for calibration and validation. Measurement errors
associated with streamflow as recommended by Harmel et &l. (2006) follow the same
standard, This standard was therefore adopted [or PBIAS evalualion crilerion used in this
study, with PBIAS values = 25% considered as unsatisfactory.

The second evaluation criterion was the model coefficient of efficiency (MNash
Suicliffe coefficient of efficiency (NSE) (Nash and Sutcliffe 1970), which Sevat and
Dezetier (1991) found to be the besi objective funciion for reflecting the overall fit of a
hydrograph. NSE expresses the fraction of the measured stream flow variance thal i

reproduced by the model.

Vi, ~0u
NSE=1.| == (6.2)

Y Qs ~ Q)

k=,
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where, NSE = Nash Suteliffe coefficient of efficiency and Quen ™ Mean observed
streamflow during the evaluation period (cm's).

Az per NSE criteria simulation results are considered to be very good for values
of NSE > (.75, whereas for values of NSE between 0,75 and (.36, the simulation results
are considered to be satisfactory (Motovilov et al., 1999),

As described above, Nash Suteliffe coefficient of efficiency (NSE) (MNash and
Sutcliffe, 1970) and Percent Bias (PBIAS) (Gupts et al, 1999) were used to assess daily
runoff simulated by SWAT model. The values of NSE and PBIAS on the daily basis are

tabulsted in Table 6.24.

Table 6.24: NSE and PBIAS on daily basis.

| SL No. Year PBIAS (%) NSE
| 1975 099 0.70

2 1976 568 0.72

3 1977 -5.02 0.83
8 | 1978 6,66 0.85
3 1979 -0.26 .82

] 1980 1.74 0.8
Overall 243 0.80

Here, negative value of PHIAS indicates & bias towards overestimation whereas ils
positive value indicates a model binsed towards underestimation. The optimal PBIAS

value is zero. Our model overall biased towards overestimation with a little value of
about 2.4% and hence as per PBIAS criteria model performance may be termed as “very

good™.
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NSE expresses the fraction of the observed stream flow variance that is produced
by the model. Cn the basis of these NSE criteria our model results for the years 1973 and
1976 are satisfactory and for rest vears the model is considered as roasonably satisfactory.

6.13.2 Visual Evaluation

Average monthly measured and simulated streamflow for the calibeation and
validation periods were snalyzed. Fig. 6.19 shows a graphical representation of the
observed pnd simulated monthly mean of munoff which hes been derived from daily
observed and simulated records of mnoff at Chaukhutia watershed outlet. From this
graph it is observed that the simulnted value of runoff is in close agreement with the
observed runoff. The simulated runofT values are somewhat higher than the observed
mean runoff. [t is also evident from PRIAS quantitative method that this model setup is
giving a little bit over estimated values.

Monthly and daily hydrographs are shown in Figs. 6.20 o 625 and Figs. 6.6 o
.11 respectively. Monthly runoff drawn in bar chart is shown in Figs. 6.12 o &.17.
Apparently, the simulated base flow is in close agreement with the observed during the
bcan pericd. However, during monsoon, a little deviation is apparent between the
observed and simulated values. In addition, the simulated runofl appears to have a lag
just before the start of monsoon. Daily flow duration curves (Figs. 6.6 to 6.11) also
indicate some deviation between the actual and simulated flows, which may be attributed
largely to error in measurements, Apparently, the rainfall of 353 mm exhibits a runoff
value of only 22 mm in monsoon, which is unreliable.

208



JIOUNd PAERIIE PUE PRIAIISQ0 AJUom ueajy 1519 2and g

PO
By w0 unp dey  udy oy ged

L

r

URIJN PIRNUIS ——  UBIA| PAARSQQ) —

05
0ol
051

W o pjounyy

00
052
00e




OiE

SL61 JEaL Ayl 20) Jpound AUy 79 Aandng

dy e qay uEf

pajENIg —— paslaIsq() —

WSLOT,, ouny Sjyiuo

05

ol
=1
Mz
05T

LWL Ul Youny




[1e

QLGOI Poumy A[puopy (7 aandy

oy
aq aN 1 dog Bay mp unp ALepy wdy g gag uep
0
N 08
001
0=l
00z
0sT
00E

| peienwis — pamesqo —

0L61 Jouny Appuoly

Wi up gouny




LLAE Mouny Ajuagy 779 aandy

o |y
daq aoN WO deg Bny mpr ump A ady  aBW Qa4 ugp
0
_—
0y
001 Z
=
=]
051 =
=
_Eq.m
0st
box

PAEMOS — paddasqd —

wll6 ] pouny Syuo py




BL61 Jouny Ajuopy E7 0 aanid) g

280

AON

20O

dag

e
nr unp Aepy  ddy

PREMIE — PasdIsqQ) —

WBLOT, Wouny Apuopy

0oL
0S1
00¢e
0S¢
00E
0GE

W ) JJOunyj




Fid

Gl61 Jouny h.—.._._._u..-.__.ﬂ FL _u_.n_.-ﬂ_..—”

e gy
aaqq AoN 1) dag Sy mp unp Aepy xdy sl qag  ump

00
0ot
0'or
0’09
008
0’0ol
00zl
0'orl
0’091

0081

PHEMWIS — PIAIISGO —

WBLGT ., Jouny Appuo

i ul gjouny




OR61 Pouny APUoRy 179 3Ny

sagq]

ADN

BP0

dag

JEN

qaq

uep

PREPRULE —— PIIISO) —

HOB6T  Joumy Appuo gy

0l
0sl
M
05T
o
st

I oy [poeuny




6.14 SENSITIVITY ANALYSIS

SWAT model is a comprehensive conceptusl mode! that requires a lot of data
to run. For useful model results, every parameter is required to have a sensible value.
To this end, calibration is uswally undertaken to reduce the uncertainiies associated
with the estimation of model parameters, To ensure efficient calibration, a sensitivity
analysis is conducted to identify the most sensitive parameters.

The SWAT model uses many different parameters whose values vary widely
in space and time. To reduce the uncertainties posed by the variation of medel
parameters, a calibration process becomes necessary, In addition, access difficulties
for measurement of parameters and budget constrainis for the project increase the
difficulty of working with models. A successful and efficient trial and error
calibration is practically impossible. Although, automated calibration procedures
have been successfully used for hydrological modelling with SWAT (Eckhardt and
Amold, 2001). However, due to the number of simulations required, time taken and
computational requirements, the use of such automated calibration procedures 15 not
widespread. Addressing this problem, & trade-off hetween simplicity and automation
of calibration is atiempicd. A sensilivity analysis is usually the first step lowards
model calibration because it enswers several questions such as (Cho and Lee, 2001):
(&) where data collection efforts should focus; (h) what degree of care should be taken
for parameter estimation; and {c) the relative importance of various parameters, A
sensitivity analysis also identiffes the most sensitive parameters, which ullimately
dictates the set of parameters to be used in the subsequent calibration process.

A sensitivity analysis was conducted to identify the sensitive parameters
affecting stream flow for subsequent application in stream flow calibration. Available
interface provides the analysis using predefined sets of input variables as given on
page 66 of the AVSWAT-X short tutorial (Luzio et al., 2005) out of which only ten
parameders were chosen for sensitivity analysis. These were CN2, ESCO,
SOL AWC, GW_REVAP, REVAPMN, GWOQMN, GW _DELAY, ALPHA_BF,
SURLAG and CH_K2. Details of these codes are already given in Table 6.22 and
Parameter values calibrated using auio calibration tool are given in table 6.23. The
following sensitive parameters were identified:
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Available water eapacity of soll (SOL_AWC): Available water capacity has an
irverse relationship with various water balance components. An increase in AWC
value will decrease the base flaw, tile drainage, surface runoff and hence water yield.
All water balance components are sensitive 1o AWC,

Sensitivity of the curve number (CN): The result shows that the water balance
components are not sensitive o the CN value adopted. This could be [or two main
reasons. The first is that the range assumed for assessing the sensitivity of CN is low
{oniginal CN value for a particular soil group-land use hydrologic condition
combination +2) when compared 1o other studies (Lenhart et al., 2002: Eckhardt and
Amnold, 2001). The second potential cause of low sensitivity is that there exists an
explicit provision in the SWAT mode] 1o update the CN value for each day of
simulation (i.e. & doily CN value in SWAT) based on available water content in the
soil profile. Therefore, a change in the initial CN value will not greatly affect the

waler balance components.

6.15 SUMMARY AND CONCLIISTONS

Among the myriad rainfall-runoff models available in literature, the Soil and
Water Asscssment Tool (SWAT) has gained popularity in the recent past, because it
is a distnbuted watershed model developed by Agricultural Research Service of
United States Department of Agriculture to predict the impact of land management
practices on water, sediment and agricultural chemical yields in complex watersheds.
It is & comprehensive model which requires a significant amount of data and
parameters for simulation of runoff and loadings mainly from rural catchments. This
study aimed af to test the applicability of SWAT model to simulate runof response
from sub-Himalayan Chaokhutia watershed,

For model run Digital Elevation Model (DEM), land use map of the study arca
using satellite data, digital soil map were prepared for the study area, and finally data
base compatible with SWAT model was prepared. Then, runoff was simulated using
the latest SWAT-2005 model, it is calibrated and validated with different dats sets,
and finally o sensitivity analysis of model parameters was carried oul. The following
eonclusions can be briefly derived from this study:
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The entire Chaukhatia watershed lies between the elevation 934,845 m and
309929 m indicating @ mountainous waiershed. Its total geographical area
is of the order of 57229 ha. The SWAT model has been suggested to be
applicable to only moderately sloping watersheds.

The Chaokhatia watershed can be broadly categorized as a forest
(evergreen) watershed with 33871 ha (of the order of 59%). It is based on
the channel initiation threshold (CIT) value of 2500 hectare. Notably the
SWAT model has not been tested for its applicability to such watersheds in
the past.

In general, 133 hydrologic response units {(HRU) and 17 sub-basins were
considered to be reasonably sufficient to describe the hydrologic response
of the watershed.

In daily flow simulation for the years 1575 to 1980, the values of PBIAS
ranged from -9.99 to 6.66 indicated that in some years the nmoff was over-
estimated (negative PBLAS values) and in others it was under-estimated
{positive PBIAS values), but not significantly as the Nash and Sutcliffe
efficiency (NSE) ranged from 0.70 to (.85 indicating a reasonable o very
good model fit. It follows that the SWAT model is applicable to even
forested sub-Himalayan watersheds.

The SWAT model parameter “Available water capacity of soil
(S0L_AWC)" was found to be the most sensitive parameter for accurate
runcfl’ simulation. It implies that this is the most crucial parameter to be
assessed from field measurements.
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CHAPTER 7

APPLICATION OF ANN MODEL

Accurgte estimation of runofl from catchment reinfall is crucid for judicious
planning and management of water resources. The rainfall-runofl process s based on o
many factors that will not always contribute to the same effect to prodece mnotf, Thus,
the modeling of rainfall-runoff should be carried oul with utmost care by considering
non-linearity of the model. Raintall-runoft modeling is one of the most complex and non-
lincar process of the nature, Understanding its dynamics constitutes one of the most
important problems in hydrology.

The runoff from a catchment mainly depends on its physical characteristics like
land use, vegetation, soil type, drainage areg, basin shape, elevation, slope, opography,
direction/ orientation, drainage network pattern and also on the climatological factors like
sunshine, temperature, humidity, and wind velocity, Thus, modeling of minfall-runoff
process needs determination of 8 number of physical as well as hydrological perameters.
Their spatial and temporal variability further complicates the problem of their
determination and makes the task costly. In general, the model is based on two main
aspects. First, the model should accurately map the input variables to outpet variables as
is observed from the field. Secondly, the model should be a best fii with representation of
a sysiem s internal physical nature, The ultimate aim of the models must be o deliver an
improved estimate o aid in decision making of hydrological problems such as imigation,
flood protection, water resources planning, reservoir operation, hydropower generation,
and inland navigation. Finally, the developed model should also be useful o ofher similar
catchments. Dwing to all these reasons, a significant amount of research has bocused on
the development of rainfall-runoff models that comply with the demands of high
acturacy, low uncerainty, and consistency with reality (Wagener, 2003).
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7.1 RAINFALL-RUNOFF MODELS

Mumerous models have been developed for different climatic zones and basin
parameters. The modeling objective has always been to improve the accaracy and reduce
the cost of modeling. Broadly, the rainfall-runcff model can be categorized in three major
groups viz., Physically based models, Stochastic models, and Black box models. The
physical models consist of mathematical equations of mass and energy transfer. In
general, it consist the systems of ordinary or partial differential equations. These models
try to represent the underlying physical relationship between the variables involved. The
benefil of physical models is that they are based on & deep and thorough understanding of
the system. However, the limitations of these models include the difficubty of setting up
and solving complex differential equations analytically, as well as determining equation
coefficients and initial and boundary conditions (Coppola 1 al. 2005). Moreover, these
models utilize many parameters in their operation in & direct relation to opology, soil,
vegetation and geological characteristics of catchments which are not always directly
measured everywhore. However, stochastic models for rainfall-ranofl modefing belong to
the class of Autoregressive Integrated Moving Average (ARIMA) models (Makridakis et
al. 1983; Cryer, 1986). The popularity of these models in many areas resulied from
having quite flexible of the model, due to the inclusion of both autoregressive and
moving sverage terms (Kadri and Ahmet, 2005). These models may not pick ep some of
the more subtle festures of time series and not suitable for long time prediction (Graham
Efliott et al., 2006).Furthermore, the back box models do not use any explicit or well-
defined representation of the physical process and goveming ecquations of the
phenomena. These models are fully based on observational data and on the calibrated
input-ouiput relationship withowt deseription of individual processes.

The Artificial Neural Network (ANN) is one such black box moded that has been
applied to myriad diverse hydrological problems and the results in cach case have been
very encouraging. ANNs are capable to handle nonlinearity of the complex systems 1o be
mideled with flexible mathematical structure along with the aclivation fumetion. The
important characieristics of ANNs include their adaptive nature and leaming by examples
(Deco and Obradovic, 1996; Haykin, 1999), ANN can find useful relationships between
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different inputs and ouwtputs without even stiempting to understand the neture of the
phenomena.

7.2 ARTIFICIAL NEURAL NETWORK (ANN) MODEL

ANN models are developed using the measured time series instead of utilizing
mathematical expressions describing the physical processes of the catchment. ANN is
one such technique in series thal provides reliable estimation withowt considering the
physical nature of the process. Besides their application in hydrology, ANNs have been
successfully applied in handling extraordinary range of problem domains, in areas as
diverse as medicine (Venkatesan and Anitha, 2006), acro dynamic optimization (Wei et
al. 2008); construction cost forecasting (Zhigang and Yajing, 2009), patten recognition
(Miyoung and Cheshang, 2000} etc. The nonlinear nature of the relationship, universal
function approximation, robustness, ability o leamn, and the complexity of physically
based models are some of the factors that have suggested the use of ANN in rainfall-
runoff modeling (ASCE, 2000),

Numerous researchers have stiempted to study the basic nature of ANN, and
consequently, derived leaming algorithms for its efficient usage in various applications.
Jalili et al. (2004) proposed a uniform weight leaming algorithm to improve fault
tolerance of neural network. Peralta et al. (2007) coupled ANN with genetic algorithm for
direct encoding system, in which the information is placed in chromosomes. Slawomir
Golak (2005) designed induced weights of ANN to reduce the time-consuming task of
pre-processing, pattemns, Vicira (2005) proposed iterative neural network approach for
high dimensional data and described it as robust, relatively simple to implernent, and able
to handle many features, even if they are irrelevant for solution. Lin and Chen (2004)
approached the systematic input to neural network so that it reduces unnecessary Irials.

73 HYDROLOGICAL APPLICATIONS OF ANN

In hydrological applications, ANN has been extensively used in almost all
problems. Bhattacharya and Solomatine (2000) found in their study the superiority of
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ANN over the convenfional linear approaches (regression and ARIMA) in the
development of stage-discharge relationship. For simulating the sediment yield of
Vamsadhara river basin Agarwal et al. (2004) applied linear transfer (LTF) function
model eand back propagation-based ANMN basin. Based on selected performance
evaluation criteria, they found the pattern-leamed BPANN models to perform better than
batch-learned models irespective of their high convergence. On the other hand, the
pattem-leamed BPANN maodels generalized with cross-validation performed better than
those peneralized with 2 high level of iteration and LTF meodels. To avoid the
walerlogging in coastal areas due to intrusion of sca waier, Nayak et al. (2006) applied
ANN to forecast the ground water level up to 4 months in advance reasonably well
Bustami et al. (2007) used back propagation ncural network successfully for
determination of the missing precipitation data and prediction of water level in Bedup
River. Mean and maodimum River water can be determined by incorporating several input
parameters using ANMN (Chenard and Caissic (2008). ANN requires less data
incomparison o standard and conventional penman-Monteith method for determining
most complicated phenomenon like evapotranspiration (Jain ot al,, 2008).

In addition, ANMNs have heen applied in hydrological study for rainfall estimation
(Zhang et al. 1997, Kuligowski and Bamos, 1998), flood forecasting (Femando and
Jayawardena, 1998), ground water modeling (Yang et al. 1997; Krishna et al. 2008),
reservoir inflow forecasting (Coulibaly et al. 1998; Jain et al. 1999), suspended sodiment
estimation (Agarwal et al., 2005) and evapo-transpiration modeling (Jain et al. 2008), The
texts of ASCE Task Committee (2000), Maier and Dandy (2000), and Dawson and Wilby
{2001 provided a pood overview of ANN applications in hydrology.

7.3.1 ANN-Based Rainfall-Runoff Modeling

In rainfall-runoff modeling, potential of ANN has been explored by many
researchers such as by French et al. {1992), Hsu et al. (1995), Raman and Sunilkumar
(1995), Minns and Hall {1996), Shamseldin {1997), Femando and Jayawardena (1998),
Marina et al. (1999), Tokar and Johrson (1999), Abrahart and See (2000), Komda and
Makarand (2000}, Tokar and Markus (2000), Gaume and Gosset (2003), Anctil et al.
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(2004}, Chiang et al. (2004}, Jain and Srinivasulu (200:4), Rajurkar et al. (2004}, Lin and
Chen {2004), de Vos and Rientjes (2005) and many others. Mason et al. (1996) found
RBFANN networks o be more effective in modeling runoff for a large rainfall data base
with radial centers fixed by a suitable data clustering technique than the traditional reural
network leaming procedures, such as back propagation because of slow convergence and
expensive. Fernando and Jayawardena (1998) used RBFANN networks with orthogonal
least square algorithm for forecasting runoff from Kamihonsha catchment in Uratsukuba.
They lound the OLS algorithm to be capable of synthesizing the suitable network
architecture, reducing the time consuming trial and error approach.

Lin and Chen (2004) simulated the rainfall-runoff process in the Fei-Tsui
reservoir watershed in northern Taiwen using RBFANN with supervised leaming and
hybrid-learning, for setting up the number of hidden layer neurons. The fully supervised
leamning algorithm was found o provide better training and accuracy than the network
trained wsing the hybrid-lcaming algorithm. Zakermoshfegh et al. (2004) applied
RBFANN and BPANN to forecast mean daily discharge of the Sulaghan River at Kan
hydrometric station located few kilometers in the west of Tehran, Iran. The performance
of RBFANN network greatly relied on the number of the input variables in both training
and verification periods, Removing the non-cffective inputs can improve the RBFANN
network performance, Comparatively, the RBFANN network required more hidden
neurons bul trained faster than the BPANN network. Napiorkowski et al. (2005) used
Volierra net, BPANN networks, snd RBFANN networks for rainfall-runoff simulation
and river flow forecasting in Nysaklodzka eatchment. In comparison, neural networks
performed better than Voltema net. In neural networks, BPANN networks performed
better than RBFANN networks, but the laver allows a lesser number of input values due
to curse of dimensionality, Kumar et al, (2005) fixed the structure of RBFANN networks
using an appropriate training algorithm while simulating the rainfall-generated nunoff,
whereas BPANN networks requires a long trial-and-ermor procedure to fix the optimal
number of hidden nodes. Piotrowski et al. (2006a) applisd RBFANN, Fuzzy, and
BPANN, Nearest Neighbour approach, linear regression, and classical empirical formulae
for determination of longitudinal dispersion coefficient for a river reach. The results from
newrnl networks were better than those due w empirical formulae, regression method, and
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Wearest Neighbour approach, The resulis of BPANN networks were more precise than
RBFANN and fuzzy models. Sudheer et al. (2008) used ANN-based hybrid model
(ANNHM) and the linear parametric-based hybrid model (LPHM) for modeling annual
stream flows of rivers, The ANNHM reproduced the skewness present in stream flows
better than the LPHM, owing to the effective capturing of the non-linearity. Being a
completely data-driven model, ANNHM reproduced the features of the marginal
distribution more closely than the LPHM. but with less smoothing and little extrapolation
value, Despite a better preservation of the linear dependence structure, LPHM did not
predict the variation of critical drought duration effectively with respect lo truncation
level. In contrast, AMNHM simulated the variation of critical drought duration better
even though the preservation of finear dependence structure is inferior 1o the LPHM. In
brief, ANN models have its unique applicetion in water resources and they have been
applied in different ways in hydrologic literature. In relation o RBFANN networks,
BPANN networks are sometimes poorer to converge, betier in generalization, and poorer
in performance.

74 OBJECTIVES

In this study, a computer program was developed using k-means clustering
algorithm for the RBF neural network to carry out rainfall-runoff modeling of the Upper
Ramganga river basin located in Himaloyan region of Uttrakhand State of India. The
program code was written in FORTRAN environment. The best input eombination was
decided by cross-corelation matrix method and it consists of rainfall and discharge
values, In present study, dynemic types of approach have been applied for calculation of
spread value in radial basis function neural network. The performance of the model is
improved by proper selection of suitable learning rates and optimized number of
ierstions to train the network. The results of method are compared with the observed

outpu.
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7.5 STUDY WATERSHEDS AND DATA AVAILABILITY

In this study the Ramgangas watershed and its two sub-watersheds namely
Chaukhutia snd Maula are taken for rainfallrunofl modeling by ANN. A detailed
description of these watersheds has been given in Chapter 2. The Ramganga reservoir
catchmenl mainly consists of 12 sub-watersheds namely Chaukhutia, Gagas, Bino, Naula,
Mandal, Nair, Middle Ramgangs, Haldgad, Sona Nadi, Badangad, Lower Remganga (L),
and Lower Ramganga (R). Out of these twelve sub-watersheds, the Chaukhutia and
Naula (Upper Ramganga) are the two most munoff and sediment producing sub-
walersheds of Ramganga river basin and consist of one third part of the total calchment

Arci.

T.5.1 Hydro-Metcoralogical Data

The hydro-meteorolopical data of Chaukhutia and Naula watershed were
collected from the Divisional Forest Office (Soil Conservation) Ranikhet, Gowvt. of
Uttarakhand. However, the data were collected from Ramgangs dam authority at
Kalagarh. The minfall iz measured in mm/day, and runoff in hectare-meter (ha-m)/day.
Fourteen years daily rainfall-runofT data for monsoon season (1% June — 31% September)
vary from 1974 to 1987, 1974 to 1988 (except 1984), and 1979 to 1992 were collected for
Chaukhutia, Naula, and Ramganga watersheds, respectively. Year 1984 could not be
included in case of Naula watershed due to non-availability during June-July, The rainfall
data is recorded with the help of non-recording gauges al different locations of watershed
and the runoff is estimated by stage-discharge curve at three different sites zlong the
Ramganga river namely Chaukhutia, Naula, and Kalagarh.

The above daily rainfall (mm/day) and runofT (m’/s) data of monsoon period for
years 1974-1987, 1974-1988, and 1979-1992 for three watersheds were processed.
Weighted rainfall for the study area was estimated using Thiessen weights. Six min gauge
stations located al Gairsen, Mehalchauri, Vungidhar, Chaukhutia, Bhirapani, and Binta
installed in‘outside of Chaukhutiz watershed were used to calculate the weighted rainfall
of Chaukhutia watershed. For Maula watershed, ten station data (Maula, Kedar,
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Tamadhanu, Jourasi, and six station of Chaokhotia watershed) were used for estimation
of weighted rainfall. However, in addition to Naula watershed rain gauge stations, four
more station installed at Ranikhet, Bhikiasen, Marchulla, and Kalagrah station rainfall
were used for estimation of weighted rainfall of Ramganga watershed.

With the help of weighted aversge rainfall and runoff, runofl coefficients were
calculated for each year of monsoon period and these are reported in Tables 7.1-7.3 for
Ramganga, Naula, and Chaukhutia watérsheds, respectively. It can be seen from these
tables that Chaukhutia, Naula are the high runoff producing watersheds and Ramganga is
however the low runoff producing watershed. It is notable here that Chaukhutal and
Waula are typical hilly watersheds and hence very sensitive to runoff and sediment
production. The ninoff coefficient varies from and 0.19 1o 0.40 for Ramgange watershed
(Table 7.1}, from 0.49 o 0.75 for Naula (Teble 7.2), and from 0.52 to 0.79 for

Chaukhutia (Table 7.3),

Table 7.1: Summary of Hydrological Data of Ramgangs Watershed

| Year | Anoual Weighted | Annual Average Runoff

Rainfall (mm) Runoff (m/s) Coefficient
1979 TE13 Q205 0.33
1980 10720 13749.1 033
1981 R62.0 10523.7 034
1982 9379 102111 0.30
1983 4 13661.7 0.34
1084 10227 13145.9 0.35
1985 1182.7 13546.0 0.32
1986 1084.4 13214.8 0.34
1987 R46.8 5047.0 0.19
1988 1385.8 15690.8 0.3
1989 1067.1 10023.0 (.26
1990 1425.6 205142 0.40
1991 0425 9386.1 027
1992 1080.5 104265 0.27
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Table 7.2: Summary of Hydrological Data of Nauls Watershed

| Year | Annual Weighted | Annual Average Runoff
Rainfall (mm) Runoff (m3/s) Coefficient
1974 834.4 4858.7 0.50
1975 1105.4 7335.2 0.57
1976 1006.6 TI2ER 0.62
1977 1145.6 10048.5 0.75
1978 1440.3 12561.8 0.75
1979 T16.6 S048.0 0.60
1580 1098.0 74245 0.58
1981 603.3 40294 0.57
1982 959.2 5931.2 0.53
1983 1102.4 TORE.6 0.62
1985 199.2 5754.7 0.62
1986 931.5 8007.7 0.74
1987 581.8 3345.7 0.49
1988 1052.3 6844.7 0.56

Table 73: Summary of Hydrological Dats of Chankhutis Watershed

Year | Aonual Weighted | Annual Average Runoff
Rainfall (mm) Runofl {m’/s) Coefficient
1974 8433 2735.5 0.62
1975 1068.5 36821 (.66
1974 10734 15818 0.64
1977 1295.0 4044.0 0.60
1978 1442 | 5692 0.70
1979 B26.0 23%96.0 .55
1 980 1329.5 4921.8 0.71
1981 6RO.S 1835.7 0.52
1982 1156.8 39353 0.65
1983 1302.4 5038.2 0.74
1984 1175.1 4169.7 0.68
1985 10097 31475 0.60
1986 1 138.6 4687.8 0,79
1987 7199 2003.8 .53
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75.1 Preparation of Input Data

The model was calibrated with data from 1979 to 1984; however data from 1985
to 1988 and | 989 1o 1992 were used for cross-validation and verification, respectively for
Ramgenge watershed. In case of Naula watershed, the mode! was calibrated using data
from 1974-1979, and data from [980-1983 and |985-1988 were used for cross-validation
and verification, respectively. The data from 1974 w 1979 were used for model
calibration whereas the data from 1980-1983 and 1984-1987 were respectively used for
cross-validation and verification for Chaukhutia watershed. The daily data of the active
period of monsoon (June 1% to September 31%) of water years were used to model the
rainfall-runofl’ process. Based on cross-correlation matrix best combination of rainfafl
and nunoff was selected for the input of the model for all three watersheds.

T.5.3 Data Normalza tion

Data were normalized (between 0-1) before the stant of model training using
fallowing equation given as:

*n :l .1
;mux

where x, and x, represent the normalized and original data, respectively; and Xy is the

maximum value of the selected variable. After training the network, the de-normalization
is performed at the output nodes.

7.6 ANNMETHODOLOGY

This section describes the methodology adopted for development of ANN based
rainfall-runoff model for Ramganga watershed and its sub-watershed namely Naula and

Chaukhutia,
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7.6.1 Radial Baziz Function ANN (RBFANN)

The Radial Basis Function ANN (RBFANN) network has gained popularity and
momentum in hydrological science in recent years (Fernando and Jayawerdena, 1998;
Dawson et al.,, 2002, Moradkhani et al., 2004), These networks were introduced into the
ANN literature by Broomhead and Lowe (1988). The RBF network model is motivaled
by the locally tuned response. The same response can be found in nervous system, for
example, cells in the visual coriex sensitive to bars oriented within a2 small region of the
visual field (Poggio and Girosi, 1990). These locally wned neurons show response
characteristics bounded to a small range of the input space. RBFs are embedded in a two-
layer nearal network, where each hidden unit implements a radial activation function in
hidden layer. The basic idea is to force each neuron of the hidden layer to represent a
given region of the input space. In other words, cach hidden unit must contain a prototype
of a eluster in the input space. When a new pattern is presented 1o the network, the hidden
unit with the most similar prototype will activate a decisional path inside the network that
will lead to the final resule

Thus, the activation function of the new hidden units must include the concept of
prodotype of a region and the concept of similarity of an input pattern with this protoiype.
This can be translated into a measure of distance. Several distance measures have been
proposed, end several training algorithms designed, to define the input cluster and its
protofype associated with each hidden unit of the network. RBFANN holds the
universality property and is usually accompanied by much faster leaming algorithm than
Back Propagation ANM (BPANN),

The output units implement a weighted sum of hidden unit outputs. The input into
an RBFANN network is nonlinear while the output is linear. Due to their nonlinear
approximation propertics, RBFANN networks are able to model nonlinear dynamic
processes, at the same time BPANN networks can only model by means of mulliple
intermediary layers. In RBFANN networks, instesd of hidden layer as in BPANN, the
term function layer is being used. In BPANN network, the weighted summation of the
inputs is processed from the neurons of the input layer to neurons of the hidden layer. IN
RBFANN network, the input layer does not transform the pattern, but forward an image
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of variables 1o each node in the function layer. Leerning of @ RBFANN network is
generally divided into two phases. The first phase is unsupervised leaming in which the
function unit parameters depends on the input distribution adjustment. The second phase
1% & supervised leamning in which the weights between function and linear output layer are
adjusted using gradient descent techniques.

7.6.2 Advantages of REFANN over BPANN

During training of BPANN network, updates take place in all units independently
from their contribution to the final outputs. The interfersnces among hidden units
produce a highly nondinear updating process with problems of local minima. This
can lead to a very slow convergence of the training algorithm. On the other hand,
in 8 RBFANN neural structure, for any given input pattern forms its own clusters
in which the input vector nearer to center will respond with significantly large
asctivation values. This limits the number of hidden units that need to be evaluated
for each training and leads to more cfficient training algorithms than BPANN.
BPANN network scparales the input pattem distribution by building hyperplanes
in the input space (Figure 7.1a). Usoally several hyper-planes have to be
combined to form closed separation surfaces. But an RBFANN networks divide
the input space into & number of sub-spaces and each subspace is represented by
only o few functional RBF units. The function layer activates the RBF unils
representing the input cluster. From the function to output layer, the activated
RBF units produce the appropriate cutput value. This builds closed separation
surfaces among groups of data in the input space (Figure 7.1b). Because of the
locality property that [eads to closed separation surfaces within the cluster,

The dimensionality of the data is reduced by projecting a large input space onto a
smaller number of hidden units and forcing the data through a bottle neck, baut
RBF works opposite to this condition.

The number of hidden units in back propagation is more. On the other hand, in
RBFANN, the minimum number of hidden node is sufficient to implement a

given task.
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[a] [bj

Figure 7.1: Surface separation created by: [a] Back Propagation Artificial Neural
Network and [b] RBF Artificial Nearal network

T.6.3 Network Topology

A RBFANN=z having input, function, and output layers of nodes with §, i, and k
arc respectively, shown in Figure 7.2, The structure of RBFANN shows jj-dimensional
input pattern (x) being mapped to kk-dimensional output (O). The values j and k are
problem dependent, the value i is to be determined by the network designer. [n RBFANN
operation, input of n® pattern with each pattem made up of jj varizbles represents a point
in the jj -dimensional input space. It enters the network at the input layer such that one
varighle is fed into one node. The input layer does not transform the pattern, but it
transfers a copy of variables to each node in the function layer. The nodes in each
function layer are specified by a transfer function [ {d)., which radially transforms the
incoming information.

For n input patterns x having jj dimensionality (x"y), the response of O of
function layer, through radial transformation, can be expressed in mathematical terms as:

where (); is the output of function layer and f{d) is 2 nonlinear function.
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Input layer (j) Function layer (i) Cutput layer (k)

Inpat )

j=ltojj i=1toii k=1 tokk

Figure 7.2: Structure of RBFANN

7.7 CONCEPTS OF MODEL DEVELOPMENT

For a discrete lumped hydrological system, the rainfall-runoff relationship can be
generally expressed as (Hso et al., 1995):

Q, = FIR(O, Rt = Al R = 1 A, QL= A s i Qi-nan] 0.3

where R represenis rainfall, Q) represents runoff at the outlet of the watershed, fis any
kind of model structure (linear or nonlinear), At is the data sampling interval, n, and n,
ary positive integer numbers reflecting the memory length of the watershed. An ANN
architecture clearly shows the network topology with the input determination and the
activation function used (Fig. 7.3

7.7.1 Activation Function Used

Nommally BPANN uses sigmoidal function &s an activation function in its hidden
layer. But it belongs to the s&t of monotonic basis and unit step functions have a slowly
decaying behavior in a large area of its arguments. Because of this consequence of using
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sigmoidal function, one needs locally restricted basis functions, such ss a Gaussian
function, bell-shaped function, wavelets or the B-spline functions.

Input layer Function layer Output layer

Figure 7.3: Configuration of an REFANN with model input

In this study, the Gaussian activation function is selected as activation function (Fig. 7.4).
The mathematical strocture of this function is given as:

2.2
Ray=¢ W17 (7.4)

when d=0, then f{d)= 1,

d=cothen fid)=0
where d = euclidean distance and o = spread. In general, the RBF nodes are locally
tuned, Le. to be active only for a delimited region of the input space. The selected
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Gaussion function is radially-symmetric with a single maximum at the origin, dropping
off rapidly to zero for large distances. Locally tuned receptive fields are widely found in
biology, even though they are not single cell properties, but usually emerge from groups

of calls.
7.7.2 Euclidean Distance

The euclidean distance‘d” is calculated between the set of inputs and respective
center of variable is given as:

di= % -el (7.5}

The main objective of the transfer function is to minimize the Euclidean distance to
produce the maximum function output.

L
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Fignre 7.4: Gaussian activation functions
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7.7.3 Determination of RBF Center

Performance of the radial basis function neiwork critically depends on the chosen
center. The selection of center could be through an arbitrary selection from the data
points of the subset or the mean of data points of the subset or ordinary least square of
subset or orthogonal least square of subsel, IT less data is available, there exists no option
to position the centers of mdial basis functions at the data points. However, such
problems may be ill-posed and lead to poor genemalization. Il more training data
presented, several sulutions are possible:

» Randomly select the centers of basis functions from the available training data,
* Following the k-means rule, allocate each point to a particular radial basis
funcion such that the greatest component of the hidden leyer’s activation comes

from a particular neuron.
7.7.4 Estimation of Spresd

The function spread around the center determines the ratio of the function decay
with its distance from the centre. Based on the spread value used in Eq. (7.4), the model
has been separated into two types ie. static and dynamic. In this study, we will deal with
only dynamic model. In dynamic model, the spread value is calculated from the input
pattemn. The value changes from pattern to pattern and in successive iterations as well,
This model has good fAexibility to adapt complex nature of the environment. Based on the
data distribution and cluster formation, the model has a choice (o activate the cluster
which is nearest 1o the particular instance. In general, hydrological processes are complex
and the output from these processes is complex. The distribution of data is very large and
it does not have u definite boundary. The measure of spread (o) is commonly described as
the average distance between the cluster and training instances (number of input
varables) in that cluster as:
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2t 8
o, » xjwij (8 {7.6)

i Mj=1 i

where M is the number of training instances in that cluster.

Finally, the transformation of information is the response of cach function unit and is
scaled by its connecting weights w the output units and then summed to produce the
overall network output, The oversll response of network i calculated s

Oy =Zwy, Md) (]

where wy is the weight coefficient between (j) the hidden unit and {k]ﬂ' output unit.

7.7.5 Training Algorithm

Finding the RBF weights is called network training. Using the known inpul &nd
output dataset (called training set), the optimization of the network parameters fits the
network outputs (o the given inputs. The fit is evaluated by statistical means such as root
mean square error, cormelation coefficient, and coefficient of efficiency. In general, two
types of leaming methods are being adopted (supervised leaming and unsupervised
learning).

In supervised leaming, a standard gradient descent procedure can be used. This
involves the minimization ol an objective function with respect lo the actual output
However, such procedures are liable to be trapped in local minimum of the parameter
space, In unsupervised learning, k- means clustering algorithm is used. The algorithm k-
means (MacQuecn, 1967) is one of the simplest unsupervised learning algorithms that
solve the well known clusiering problem. The procedure follows a simple and easy way
to classify a given dataset through a certain number of clusters. The main idea is 1o define
k-centroids, one for each cluster. These centroids should be placed in such a way that
different locations yield different results, Therefore, a better choice is to place them as

236



much far away from each other as possible. The next step is to take each point belonging
to & piven dataset and associste it to the nearest centroid. After grouping all points with
nearest centroids, the recalculation of k-new centroid from the previous centroids value is
calculsted by inftializing suitable weights. All conneciing weights edjscent to the winner
node are adjusted by making a weight movement proportional to a Mexican hat function
(Ralph et al., 2008). The construction of the Mexican hat function is 2 second derivative
of the Gaussian function (exp{d*/2)) as:

r'{d}={d§ 1) Hp{dﬁﬂ} (7.8)

The proportional movement related to the Mexican hat function may be explained with
the third derivative of the Gaussian function as:

“td) = — 14?43 2
f {d)= 'ﬂ'wij = {3-I:Iij —d”}*uﬂd“ﬂ} (7.9)

The Mexican hat function has the effect in moving near neighbors close or no movement
while neurons slightly away moved closer and the neurons still further avay will have
their weights moved away from the input space. Based on the change in weight from the
Mexican hat function, the move is calculated as follows:

=K. —w, ) Aw, * 7.10
muw_u [_'J'r.J wu} w‘] it {7.10)

where Aw;, = change in weight and @= leaming rate. The new updated weight for the next

iteration is given as:

wtj{l}=wu{l—lj=mm-nij (7.11}

As a result of this, the k centroids change their location step by step until no more
changes are done. In other words centroids do not move any more. The influence of
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actrvation function decreases according to the euclidean distance from the center. This
means thet duta samples located at a large euclidean distance from the RBF center will
fail to activate that basis function. The maximum activation is achieved when the data
sample coincides with the mean wveclor. Finally, this algorithm aims to sttain the
minimum euclidean distance between the set of inputs and respective center of variable.
Training of weights between the function and the output layer nodes are weighted
according to their strengths. The respanse of the function layer neurons are summed up
according to these output layer weights by the nodes in the output layer.

Leamning in radial basis network can be divided into two stages. For any iteration,
first the learning is carried out in function layer that is followed by leaming in output
layer. The learning in function layer is performed using unsupervised method, such as the
k-means clustering algorithm. While learning in the output layer used supervised
methods, such as the initial solution is obtained by this approach, a supervised leaming
algonthm (back propagation) could be applied in both the [ayers to fine-tune the weights
of the network as an optional strategy.

1.7.6 Ouiline of Algorithm of Dynamic Model
The algerithm of dynamic model can be outlined as follows:

1. Initialize the weights to small random values and take the average of weights for the
calculation of center.

2. Select an input pattern (x) from the training set and present it to the network.

3. Calculate the spread value based on the input, weight vector, and cluster center,

4. Find the best matching or "winning” node whose weight vector wij is closest to the
current input vecior x using the vector distance (i.e. euclidean distance).

5. Find the network response for the winning node by Gaussian activation function,
Update the weight values using Mexican hat function.

7. Repeat Steps |-6 with a number increase in iterations until weights are stabilized.

238



7.8 MODEL EVALUATION

The model is evaluated both statistically and hydrologically as discussed here.

7.8.1 Statistical Evaluation Criteria

The statistical evaluation for performance is usually practiced in cross-validation,
primarily to improve generalization and to stop the convergence or training of network.
The network is trained on the training dataset and its performance is evaluated both in
training and in cross-validation for all iterations. The training stops when there is no more
improvemeni both in training and in cross-validation. The statistical performance
evaluation criteria include root mean square error (RMSE), correlation coefficient (CC),
coeflicient of efficiency (CE), and volumetric ermor (EV).

7.4.1.1 Root Mean Square Error (RMSE)

An alternate criterion of residual error is the mean square error (Yu et al,, 1994)
expressed o5 o measure of mean of the reésidual variance summed over the period, that is

i as:

RMSE =

Il =

| "
L7 UI—}Il} n.|1]
Ri=1

7.8.1.2 Correlation Coefficient (CC)

Correlation between the observed and estimated values is accounted by the
correlation statistic, called the correlation coefficient, The correlation coefMicient is

estimated as:
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7.8.1.3 Coefficient of Efficiency (CE)

Nash and Sucliffe (1970) proposed the criterion on the basis of standardization of
the residual variance with initial variance and named it as the coefficient of efficiency,
Since this criterion is based on standardized varionce, it can be used to compare the
relative performance between different caichments. The dimensionless criterion of
coefficient of efficiency is estimated as follows:

CE={1— PR Ve ) s (7.14a)
intial varianes
n
.E E}'i_]."i:':l
[.‘Ezla-':l— (7.14b)
' o a g
E L‘r’i—!',-]

j=1

Thus, a perfieet agreement between observed and estimated values yields the coeflicient
of efficiency as 100 percent. For a zero agreement, all the estimated values must be equal
to the observed mean. A negative efficiency represents that the estimated values are less
than the observed mean, As the efliciency depends strongly on the initial variance of the
observed records, it is still not entirely valid to use this criterion to compare the model
performance between two catchments (Nash and Suteliffe, 1970).
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1.8.2 Hydrological Evaluation Criterion: Velumetric Error (EV)

This is also called as absolute prediction error (Kachroo and Natale, 1992) and is

estimated as:

¥ ]
EV=41;1“—»:-:mﬂ (7.15)

where y; is the observed runoff in m™s , ¥ is the mean observed Runoff in m'/s, ¥ is the
estimated runoff in m”s, and y is the mean of estimated runoff in m'/s. This is mainly
used to represent error in peak observation, ermor in low observation, and error in time to
peak. The applicability of the evaluation criteria should be assessed carefully and must be
properly understood,

7.9 RESULTS AND DISCUSSION

In this section, the results oblained from ANN are discussed. The model
developed was applied to the data of three watersheds of above-described Ramgangs
river basin. The daily fourteen years rainfall-runoff data of monsoon period (June 1¥ to
September 31) for the years 1979-1992, 1974-1988 (except 1984), and 1974-1987, were
used for rainfill-runofl modeling of Ramganga, Naula, and Chaukhutia watersheds,
regpectively. The data from 1979 to 1984 were used for model calibration whereas the
data from 1985 to 1988 and 1989 to 1992 were used for cross-validation and verification
of the model, respectively, for the Ramgangs watershed., In case of Naula watershed, the
data from 1974 1o 1979 were used for calibration whereas the data from 1980 to 1983 and
1985 to 1988 were used for cross-validation and verification of the model, respectively.
The data from 1974 to 1972 were vsed for calibration and the data from 1980 to 1983 and
1984 10 1987 were used for the cross-validation and wverification of the model,
respectively, for Chaukhutia watershed, The model performance has been evaluated
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through the normally adopted statistical and hydrological performance evaluation eriteria,
viZ., Root Mean Square Error (RMSE), Comelation Coefficient (CC) and Coeflicient of
Efficiency (CE), and Volumetric Error (EV).

7.9.1 RBFANN Model

The RBFANMN model is trained by both k-means clustering algorithm and
gradient descent algorithm employing the best trained input to the network which consists
of daily rainfall and discharge values. Considering different inputs, the fallowing model
is finalized using correlation matrix method, maintaining the parsimony of the model for
all three study watersheds:

Q =Ftﬂl'ﬂi-l'[:L't-l*":"i-z:r (7-50)

where () represents the runoff at time {t) and R, represents rainfall at time (t). In this
study, the dynamic RBFANN model is developed based on the criteria to estimate spread.
The spread value is described as the average distance between the cluster center and
training instances (number of input variables) in that cluster. The detailed explanation
about the spread estimation is given in sub-section 7.74. In dynamic model, the value of
spread is estimated using Eq. (7.5). Leaming rate for models is selected in such a way
that it should increase the convergence ability of the network. The leaming rate cannot be
negative because this would cause the change of weight vector to move away from ideal
weight vector position, 1T the leaming rate is zero, no lcarning takes place and hence the
learning must be positive. In this work, the leaming rate in the function layer (ALR) and
leaming rate in output layer (ALRG) has been sclected by choosing proper values
through the network behavior, The delsiled selection of ALR and ALRG has been
mentioned in dynamic model from the lower to higher network.

The program code was developed in FORTRAN environment for the dynamic
RBFANN model, The program code was developed with the objective that a user can
alter the program for different conditions and can see the network behavior. This is the
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major advantage of this model. However, in already developed MATLAB RBF Neural
Metwork models, such 2 change is difficult.

7.8.2 Dynamic Spread RBF Neural Network Model

In dynamic model, the spread value changes in successive iteration, and therefore,
nol required to be fixed; and two different values of leaming rate have been used as ALR
in unsupervised parl and ALRG in supervised part. For estimation of ALR value in
function node, the value of ALRG is again fixed constant as 0.5, consistent with the work
of Agarwal (2002} Based on experience, the number of initial ilerations was Dinalized
and fixed st 1000. To ensure the proper selection of ALR from lower network to higher
network, thres network structures (5-4-1, 5-16-1 and 5-32-1) are sclected. [n this study, 2
particular value of ALR, ALRG, and number of iteration has been selected through the
network behavior for three selected watershed one by one, and described as follows.

7.92.1 Ramganga Watershed

The model performance for different ALR values and three different networks for
fixed ALRG (0.5) and iterations (1000) was evaluated and the results are presented in
Table 7.4. As seen from Table 7.4, in network 4-4-1, RMSE increases and CC and CE
decrease when ALR increases beyond ALR = 20 in cross-validstion and wverification.
Theses values are however constant in calibration. Low values of Velumetric Error (EV)
in calibration, cross-validation, and verification support that the model performed best at
ALR = 20. The model performance is very poor for ALR valve of 0.5. Overall, the
performance evalustion oriteria, viz., RMSE, CC, CE, and EV together (Table 7.4)
suggest that the model performed well for ALR value of 20 and nearly well for a value of
15. In case of Network 4-16-1, RMSE, CC, and CE significantly increase up 1o ALR =
20, However, beyond 20, ne significant improvement is seen in RMSE, CC, and CE. It is
further seen from Table 7.4 that volumetric errors increase in cross-validation and
verification beyond ALR = 15. However, EV values are comparable for ALR values of
15 and 20. Notably, RMSE, CC, and EV values indicate & better model performance at
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ALR= 20 than that at ALR = 15 especially in verification. For network 4-32-1 (Teble
7.4), no significan! improvement in model efficiency is seen in calibration for ALR =20
and larger, and it decreases in cross-validation. EY increases when ALR varies higher
and lower side of 20.

From the above, it can be concleded that the model performed best at ALR = 20
in all three networks. Furthermore, mode! efficiency increases from network 4-4-1 (o 4-
32-1. The maximum cocfficient of cfficiency (CE) was obtained 76%, 77.68%, and
68.25% in calibmtion, cross-validation, and verification, respectively, for the network 4-
32-1, After fixing the ALR value as 20, the emphasis has been focused towards the
selection of leaming rate in output layer (ALRG). To identify proper value of ALRG,
different values varying from 0.5 to |0 have been tried and the resuits presented in Table
5.2 for network 5-4-1, 5-16-1, and 5-32-1. No variation is seen in RMSE, CC, CE, and
EV in all testing periods for ALRG ranging from 0.5 to 10 in netwaork 4-4-1. Therefore,
any value of ALRG can be taken to optimize the model performance; a lower value is
however preferable. On the other hand, a little improvement is scen (Table 7.5) in RMSE,
CC, and CE when ALRG varies from (0.5 to 10 in the network 4-16-1. However,
considerable increase in volumetric emor (EVY) with increasing ALRG from 0.5 1o 10 in
all three periods does not support the suitability of higher value of ALRG. Therefare,
ALRG = 0.5 can be as the best for optimizing the model performance with network (4-
16-1). The performance of 5-32-1 model s found similar to 5-16-1 model, and similar
inference can be drawn for 5-32-1 model (Table 7.5). ALRG = 0.5 is also supported by
the literature (Agarwal, 2002) to run the model in the range of all networks selected for
the study.

After fixing the values of ALR as 20 and ALRG as 0.5, the initial selection of
number of iteration is rechecked. To fix the optimum number of iteration, the system is
run from lower to higher number of iterations and for three different networks, 5-4-1, 5-
16-1, and 5-32-1. The number of iterations is varied from 100 to 10000 and the results
presented in Table 7.6 for all three networks, viz, 5-4-1, 5-16-1, and 5-32-1. For the
network (4-4-1), no significant improvement in RMSE, CC, and CE values is seen with
increass in the number of iterations from 100 to 1000 in calibration, cross-validation, and
verification. The volumetric error has however improved considerably up e 1000
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iterations in calibration and eross-validation, and verfication. Considering the volumetric
error, the model performance can be treated as the best with about 1000 iteration. In case
of network (4-16-1), CE increases rapidly up to 300 iterations, and thereafler, it gradually
increases up to 1000 iterations in calibration, cross-validation, and verification. However,
EY improved as the number of iterations incregsed up to 500. A further mcrease in
iterstion from 300 o 10000 resulted into increase in volumetric ermor. Overall, the model
performed well with around 500 iterations. The performance of 5-32-1 model is similar to
5-16-1. Similar inferences can be drawn for 5-32-1 model (Table 7.6).

Moreover, it can be extended that the number of iterations required for best
optimization of networks (4-4-1), (4-16-1), and (4-32-1) is arcund 1000, 500, and 500,
respectively. Finally, it can be inferred that for a lower network, the higher number of
ferations s required and with increase in network to 4-4-1 to 4-32-1, the number of
iterations required for best optimization decreases,

In dynamic model development for Ramganga watershed, the value of ALR is
fixed es 20 for all RBFANN structures. The lower network structure is independent of the
variation in ALRG values and model performed equally well for its any value ranging
from 0.5 to 10. However, with increase the level of network structure, the lower value of
ALRG (0.5) is adequate for optimal results, The higher values of ALRG with higher
network yield high volumetric emor, and therefore, not suitable for optimal solution,
Therefore, ALRG was taken as (0.5. The number of iterations required for lower networis
is higher (generally 1000), however it reduces (up to 500) for higher network structure.

The observed and estimated values of runoff in calibration, cross-validation and
verification for the networks (4-4-1), (4-16-1), and (4-32-1) with ALR. = 20 and ALRG =
0.5 are shown in Figures 7.5 to 7.13. It can be seen from all theses figures that the daily
runoff pattern is well simulaied by the proposed dynamic based RBFANN model in
calibration, cross-validation, and verification. However, it is also seen from Figures 7.5 to
7.13 that the sudden high flows are underestimated by all networks.
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7.9.2.2 Naula Watershed

The model performance for different ALR values and three different networks for
fixed ALRG (= 0.5) and itesations (= |000) was cvalunted and the results are presented in
Teble 7.7. The mode! performance improves rapidly when ALR increases from 0.5 to 20
in calibration, cross-validation, and verification for network (4-4-1), The volumetric error
increases as ALR deviates from 20 either higher side or lower side. Thus, ALR = 20 is
suitable for network (4-4-1). From Table 7.7, it is seen that the values of CC and CE
decrease and RMSE incresses as ALR increases beyond 20 in calibration and cross-
validation for network (4-16-1). The volumetric errors are quite lower with ALR = 20
than those with ALR dilferent from 20, and therefore, the model performed best st ALR
= ) simulations. For network (4-32-1), efficiencies tend to decrease as ALR deviates
from 20 in calibration, cross-validation, and verification. Low value of volumetric emor
in calibration and cross-validation suggests ALR = 20 for simulation. Highest coefficient
of efficiency (CE}) is achieved by the network (4-32-1) at ALR = 20 and its values are
86.28%, B4.91%, and B6.81%, in calibration, cross-validation, end venfication,
respectively. As expected, the model performance is quite poor for ALR values of 0.5
and 5.0, as seen from Table 7.7. Thus, ALR = 20 is adaptable for networks varying from
J4-1 1o 5-32-1 for Nauls wstershed.

After fixing ALR at 20, leaming rate (ALRG) in the output layer was assigned.
Ta this end, different values of ALRG varying from 0.5 to 10 were tried and the results
are provided in Table 7.8 for networks 5-4-1, 5-16-1, and 5-32-1. As seen from the table,
the model performance is not distinguishable for ALRG mnging from 0.5 to 10 resulting
in no significant change in the values of RMSE, CC, and CE. The emor in volume
however fluctuates with ALRG variation. A lower value of ALRG may be selected (i.e
0.5} for lower network (i.e. 4-4-1), Notably, selection of & higher value is not preferable if
similar model performance can be achieved using the lower value. Therefore, ALRG =
0.5 is suwitable for network 5-4-1, Similarly, RMSE, CC, and CE do not change
significantly with ALRG varying from 0.5 to 10 fur network (4-16-1) (Table 7.8).
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The resulting EV however fluctuates with ALRG variation and it considerably
increases specially in cross-validation when ALRG Is varied from 2 to 10. Therefore,
ALRG should lie in the range of 0.5 to 2. It is seen from Table 7.5 that RMSE, CC, and
CE values are almost the same for different ALRG values ranging from 0.5 o 10. But at
the same time, error in volume gradually increases with increase in ALRG form 0.5 to 10,
It follows that ALRG equal to 0.5 is most suitable for network 4-32-1. On the whole,
ALRG as 0.5 is the most appropriate value for the range of networks studied.

Fixing ALR = 20 and ALRG = 0.5, the initial selection of the number of iterations
15 rechecked. To fix the optimum value, the number of iterations in different runs for
three networks (5-4-1, 5-16-1, and 5-32-1) were varied from lower (100) to higher
(10000) values, and the results are given in Table 7.9. It is seen from the table that CC,
and CE values are considerably increases while RMSE decreases up to [000 number of
iteratlons for network (4-4-1) during calibration, cross-validation, and verification.
However, the results are inconclusive as EV fluctuates with increase in number of
iterations beyond 100. Therefore, RMSE, CC, and CE suggest 1000 no. of iterations to be
suitable for network (4-4-1). The model efficiency due to network (4-16-1) significantly
increases up to first 500 iterations, gradually increases up 1o 1000 iterations, and finally
becomes almost stable after 1000 iterations (Table 7.9). The minimum volumetric error
occurs around 500 iterations in calibration and cross-validation. In other words, the
model performed best around 500 iterations, The performance of network (4-32-1)
improves up to 500 iterations, and no further improvement is seen with increasing
iterations. EV reduces up to 500 iterstions and thereafier it vibrates. Thus, the number of
iteration required for optimal resulls for network 5-4-1 is about 1000, and the number for
networks 5-16-1 and 5-32-1 is about 500. It can be inferred that, in general, the number
of llerations decreases as the network changes to 5-16-1 or 5-32-1 from 5-4-1,

In all RBFANN structures, ALR = 20. The lower network structure is
independent of the ALRG varfation from (.5 to 10. Notably, the higher values of ALRG
with higher network resulted in higher volumetric ervor, and therefore, not suitable for
best results. Thus, the value of ALRG is fixed to 0.5 in order to suite all network
structures. The maximum number of ilerations required for lower networks is 1000, and it
reduces to 500 with increase in network structure. The observed and estimated values of
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runaff in calibration, cross-validation, and verification for networks (3-3-1), (4-16-1), and
(4-32-1) with ALR = 20 and ALRG = 0.5 are shown in Figures 7.14 10 7.22 It is seen
that the daily runoff pattem is well simulated by RBFANN model in calibration, cross-
validation, and verification as well. The peak flows are underestimated by all networks in
calibration, but simulated well in both cross-validation and verification.
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7.9.2.3 Chaukhutia Watershed

The model performance was evaluated for different ALR values and for three
different networks with fixed ALRG (= 0.5) and iterations (= 1000) and the results are
presenited in Table 7.10. It is seen the performance is very poor for ALR values of 0.5
and 5. A drastic improvement in model performance is seen with ALR varying from 5
to 10, and model efficiency incresses with increasing ALR. However, EV
continuously increases afler ALR 15 for network (4-4-1), Considering CE and EV,
ALR = 15 is taken to be the most appropriate value,

For network 4-16-1, it is clear from Table 7.7 that RMSE tends to increase and
CC, and CE tend to decrease rapidly after ALR = 15 in all three model testing periods.
The lowest EV-value also supports that ALR = 15 is the best for network (4-16-1).
However, no significant improvement in model efficiency of network 4-32-1 is visible
beyond ALR = 15. The low values of EV also support the selection of ALRG as 15,
Fixing ALR = 15, ALRG was identified by trials for its value ranging from 0.5 to 10
in networks 5-4-1, 5-16-1, and 5-32-1, and the results given in Table 7.11. RMSE,
CC, and CE are seen to improve s ALRG varies from 0.5 to 10, and EV however
increases. Thus, it is difficult to suggest a particular value for the selected networks.

In network 4-16-1, RMSE, CC, and CE values are almost constant in the entire
range of ALRG selected, but EV increases with ALRG. Thus, ALRG = 0.5 may be
best selection for metwork (4-16-1). It is also supported by network (4-32-1).
Moreover, ALRG = 0.5 is suitable for all model networks studied for Chaukhutia
watershed. With ALR = 20 and ALRG = 0.5, the opltimum number of iterations is
fixed by trial and emor considering three networks (5-4-1, 5-16-1, and 5-32-1). The
number of iteration is varied from 100 to 10000, and the results given in Teble 7.12
for all three networks, Similar to the two walersheds discussed above, model
performed the best around 5000 iterations for network (4-4-1), around 1000 iterations
for (4-16-1), and around 500 iterations for network (4-32-1). This also supports that
the lower network required higher number of iterations, and vice versa, Thus, for
Chaukhutin watershed, ALR = 15 for all RBFANN structures. The Jower network
structure is independent of ALRG values ranging (0.5, 10). However, with increase in
network structure, ALRG reduces to 0.5 or maximum 1.0. Notably, the higher values
of ALRG in & higher network resulted in higher volumetric error. Thus, ALRG of 0.5
is most suitable for all networks. The number of iterations required for lower network
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i higher (maximum 5000), and it reduces to minimum 500 with increase in network
structure, The observed and estimated valoes of rmunoff for the calibration, cross-
validation, and verification of networks 5-4-1, 5-16-1, and 5-32-1 with ALK = 10 and
ALRG = 0.5 are shown in Figures 7.23 10 7.31,
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710 CONCLUSIONS
The following conclusions can be derived from this study:

1. Radial Basis Function can be a better solution for minfall-runoff modeling as
physically based models with partial differential equations of mass and energy is
difficult to employ due to lack of data, The selection of learning rate as well as the
numbser of iterations required is very important for optimal results. The proposed
program has flexibility to change the input and output vaniables and fix the radial
basis nodes.

2. The proposed model performed very well in calibration, cross-validation, and
verification for both Chaukhutia and Naula watersheds. However, in case of
Ramganga watershed the model performed very well in calibration and cross-
validation whereas it performed satisfactorily during verification.

3. The developed RBFANN model in this study simulated the daily runoff quite
closely in all watersheds during all periods. The peak flows were however
underestimated by the model, and therefore exists a need to modify the proposed
model for extreme flows.

4. The proposed model simulates the long-term daily runoff reasonably well in all
the considered watersheds, and therefore, its applicability can be generalized for
all the sub-watersheds of the Ramganga river basin.
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CHAPTERS

ESTIMATION OF SEDIMENT GRAPH

The estimation of sediment yield is needed for studies of reservor
sedimentation, river morphology, soil and water conservation planning, and also for
cstimation of conceniration and load of chemicals adsorbed 0 sediment particles,
Sediment yield from a watershed is the output form of an erosion process, and is
difficult to estimate as it arises from a complex interaction of various hydro-
geological processes, and the knowledge of the actual process and extent of suspended
material is far less detailed. Erosion and sediment yield models are broadly classified
into three calegories viz empiricel models, conceptual models, and process-based
models. Merritt et al. (2003) and Aksoy and Kavvas (2005) provided a good review of
various models applicable in sediment transport and erosion modeling. The empirical
models are based on empirical framework, and therefore, their applicability is limited
to the condition for which they are developed (Akszoy and Kavvas, 2005). The feature
of this class of models is their high level of spatial and temporal aggregation and their
incorporation of a small number of causal variables (Jakeman et al, 1999). The
Universal Soil Loss Equation (USLE) (Wischmeier and Smith, 1978) is an empirical
model based on exhaustive data from the United States. The conceptual models are
based on spatially lumped form of continuity and linear storage-discharge equations
of water and sediment yield. Beck (1987) noted that conceptual models play a
conciliator role between empirical and physics-based models. Whilst they tend 1o be
aggregated they still reflect the hypotheses anbout the processes governing system
behaviour. This is the main feature thal distinguishes conceplual models from
empirical models. A watershed is represented by storage systems that include the
catchment processes, without including the specific details of process interactions that
may require detailed catchment information. Examples of some cxisting conceptual
models include the Unit Sedimemt Graph (USG) (Rendon-Herrero, 1978) and
Instantaneous Unit Sediment Graph (IUSG) (Williams, 1978; Singh of al, 1982;
Kumar and Rastogi, 1987; Raghuwanshi et al., 1994; Gracia-Sanchez, 1996; Lee and
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singh, 2005; Singh et al., 2008). If a model is constructed by using mass conservation
equation of sediment, il 15 called a process-based model. Examples of process-based
models inclode Sedimentology Simulation (SEDIMOT) model (Wilson et al., 1984),
Agricultural Non-Point Source (AGNPS) model (Young ot al., 1987), and Watershed
Environmental Hydrology (WEHY) model (Kavvas et al_, 2004, 2006). However, due
to temporal vanations in rainfall inpuis and pronounced spatial heterogeneity
prevalent in catchment areas, even the process-based models are found to produce
unsatisfactory results (Wa et sl., 1993; Kothyari et al., 2002).

According to Williams (1978) the unit sediment graph (USG) method of
Rendon-Herrero (1978) depends completely on measured data and neglecis the effects
of watershed cover and conservation practices. Secondly, the method can not be used
on ungauged watersheds (Gracia-Sanchez, 1996). On the other hand, to derive direct
sediment graphs directly from rainfall of a storm, the regression type relations
(between the effective rainfall and mobilized sediment) are in frequent use (Chen and
Kuo, 1986; Kumar and Rastogi, 1987; Raghuwanshi et al., 1994; Raghuwanshi et al.,
1996; Sharma et al., 199%; and Sharma and Muorthy, 1996). The IUSG model based on
linear reservoir concept of Nash (1957) has been employed by Kumar and Rastogi
(1987), Sharma et al. (1992) and Sharma and Murthy (1996). Raghuwanshi et al.
(1994) proposed an IUSG model based on attenuation and translation functions of
mobilized sediment. In these models, the mobilized sediment was related with
effective minfall using a regression model. Lee and Singh (1999, 2005) developed the
[USG-hased sediment graph models by coupling it with the Kalman filter and Tank
model. These models do not explicitly contain any expression or factor in their
mathematical formulation to account for major runoff and, in turn, sediment
producing watershed charactenistics, such as soil type, land use, hydrologic condition,
and antecedent moisture, Mishra et al, (2006) developed SCS-CN based sediment
yield models which account for varipus hydrological elements and watershed
characteristics such as initial abstraction (1) and initial soil moisture (Vp). However,
these models are not suitable for time distributed modeling of sediment yield, which is
of paramount importance in environmental engineering and water quality modeling.

Recently, Tyagi et al. (2008) developed a time distributed sediment yield
model wtilizing the SCS-CN based infiltration model for computation of rainfall-
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cxcess rale, and the SCS-CN-inspired proportionality concept for compulation of
sediment-excess. Finally, for computation of sediment praphs, the sediment-excess is
routed to the watershed outlet using a single linear reservoir technique. The developed
model can not be used for ungauged catchments, the condition encountered generally
for sedimentation studics, and uses single linear reservoir approach for Touting the
mobilized sediment up o watershed outlet. More recently, Singh et al. (2008)
developed new conceptual sediment graph models based on coupling of popular and
extensively wsed methods, viz., Nash model based instantanecus unit sediment graph
(TUSG), Soil Conservation Service Curve Number (SCS-CN) method, and Power law.
The models can be extremely useful for computing dynamic pollutant loads in water
quality modelling if the sediment transports the pollutants that are toxic at high
concentrations, requiring determination of peak, rather than average sediment flow
rate. Secondly, these models can also be explored for their applicability to ungauged
catchments. Incressed awareness of environmental quality and desire to control non-
point-source pollution has significantly increased the need of sediment yield estimates
(Singh, 1989). The sediment graphs are very essential if the sediment transports the
pollutants that are toxic at high concentrations, requiring determiriation of peak, rather
than average sediment flow rate.

81 ORIECTIVES

Keeping-in-view the foregoing discussions, the main objectives of this chapter
arc: (i} to formulate a simple conceptual model of sediment yield lying on a strong
mathematical foundation and test its workability using data of Chaukhutia watershed
of Ramganga caichment, and (ii) to perform sensitivity analysis of model parameters.
In a nutshell, the methodology comprises the mobilized sediment estimation by SCS-
CN method and Power law, rather than developing a regression relationship befween
mobilized sediment and effective-rainfall. The mobilized sediment is then routed
through Nash (1960) approach. Finally, the direct sediment graphs are computed by
convolution of the IUSG with mobilized sediment. It is noteworthy here that the
model does not explicitly account for the geomeiric configuration of a given
watershed. The proposed approach is advantageous in the sense that it considers the



rainfall intensity, soil fype, land use, hydrologic condition, and antecedent moisture,
and thus, it is physically more plausible than the common and less accurate regression
type relations.

8.2 PROPOSED MODEL

The proposed model 15 based on the following assumptions: (i) the bed load
contributions to the total sediment yicld are neglected since they are usually small,
and therefore, the suspended sediment yield is considered as the total sediment yield
of the watershed; (ii) the minfall, P, grows lincarly with time t, L.e. P = igl, where ig is
the uniform rainfall intensity; (iii) the inflow is instantaneous and occurs uniformly
over the entire watershed producing & unit of mobilized sediment; and (iv) the process
is lincar and time invarniant,

The suspended sediment dynamics for a linear reservoir can be represented by
o spatially lomped form of continuity equation and a lincar-stomage discharge
relationship, as follows (Kumar & Rastogi, 1987; Singh e al., 2008; Bhunya et. al,,

20093

First lincar reservor:
Lu(t) — Qu(t) = dSut) /dt (8.1)
Su(t) = KaQult) (8.2)

where, Li(t) is the sediment inflow rate to the first reservoir [MT'], and specified in
units of (Tons’h), Quft) is the sediment cutflow rate [MT'] in units of (Tons/h),
Sa(t}is the sediment storage within the reservoir [M], specified in Tons, and K. is

sediment storage coefficient [T, specified in units of hour,

Defining A. as the watershed area in km”, and ¥ as mobilized sediment per
storm in Tons%m’, then the tolal amourt of mobilized sediment per storm can be
given as: Y1 =[A: Y] Tons However, if it occurs instantaneously and is one unit, then

coupling of Egs. (8.1) & (8.2) results:
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Quin = (1/ Kae VK (8.3)

Eq. (8.3) gives nothing but the raie of sediment output from the first reservoir. This

output forms the input to second reservoir énd if it goes on up to 0. reservoir, then
the expression for the resultant outpul from the n,"™ reservoir can be given as:

Q,(1) =[(t/Ks)™ e Kk ) (8.4)

where I'() is the Gamma function. Eq, (8.4) represents the IUSG ordinates at time t (b
"). For the condition, at t = i, ord@Q, (t)/dt =0, yields

K,=t,/(n,-1) (8.5)
Coupling of Eqs. (8.4) & (8.5) yields

Q,(t)=(m, )™ /1t,T(n [t /tte Py (8.6
Eq. (8.6) gives the output of the 0. linear reservoir. where Q; (1) = Sediment outflow

mlnﬁummﬂ'rcmiruruuqnnﬁnmﬂu watershed system (Tons/h), t = time to
peak sediment outllow rate (h).

The SC5-CN method is based on the water balance equation and two
fundamental hypotheses, which can be expressed mathematically, respectively, as:

P=1,+F+Q (8.7)
QAP-1,)=F/§ (8.8)
I, =AS (8.9)
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where, P is total precipitation, [, initial abstraction, F cumulative infiltration, Q direct
runoff, 5 potential maximum retention, and A initial absiraction coefficient. Coupling
of Egs, (8.7) & (8.8} leads to the popular form of SC5-CN method, expressible as:

Q=(P-1) ' {P-L+8) forP>1 (8.100

=0 otherwise

Following Mishra and Singh (2003), for ibe condilion, L= 0, the Heron's method
(Horton, 1938) can be expressed as:

fufye™ (8.11)
where, f is the infiltration rate (L T™) at time 1, £, is the initial infiltration rate (LT at
time =0, k is the decay constant (T™), and £, is the final infiliration rate (LT"). The
cumulative infiltration F can be derived on integrating Eq. (8.11) as:

F=f,(1-e™)/k (8.12)

It can be observed from Eq. (B.12) that as F—» f/k, as t—so,. Similarly, for Eq. (8.8)
as ) = (P-1,), F-»8, and time { —smn, therefore the similarity between the two yields

s=f rk (8.13)

On the basis of infiltration tcsts, Mein and Larson, {1971) have gotten §= i, where i,
18 the uniform raznfall intensity when t = 0. Substituting this into Eq, (8.13) yields,

f, =i, =kS (8.14)

Eqg. (8.14) describes the relationship among the three parameters [, k, and 5. Thus Eqg.
(8.14) shows that k depends on the magnitude of the reinfall intensity and soil type,
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land use, hydrologic condition, and aniecedent moisture that affect S and the results
ar: consistént as reported by Mzin and Larson (1971). An assumption that reinfall P
linearly increases with time t leads to

P=il (8.15)

which is a valid and reasonable assumption for infiliration rate compuiation in
experimental tests (Mishra and Singh, 2004). Coupling of Eqs. (8.14) & (8.15) gives,

P=kSt (8.16)
The Power law proposed by Novotny and Olem (1994) can be expressed as:

P, =uC' (8.17)
where Dy = sadiment delivery ratio; C, = runoff coefficient; o and B = the
coefficient and exponent of power relationship. It is interesting to note that Eq. (8.17)
implicitly considers the two major factors, i.e., Dy and C, affecting the erosion and
sedimentation process. The sediment delivery ratio, Dy, is dimensionless and is
expressed in terms of Sediment yield Y and Potential maximum erosion A as follows:

D, =Y/A {8.18)
The coefficient, C is also dimensionless, and expressed in terms of Q) and P, as:

c -q/p (8.19)

Substituting the expressions of Dy and C, in Eq. (8.17) one gets

Y = aA(Q/P)! (8.20)
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Now, for the condition [, = 0, equating Fgs. (8.8) & (2.10) reduces to

Q/P=PAP+S)=F/§ (8.21)
Bubstituting the equality Q/P = P/{P +8) (Eq. 8.21) into Eq. (8.20) results

Y =aA[P AP +S)* (8.22)
Similarly, the coupling of Eqs. (8.16) & (8.22) yields

Y = acAfkt /{1 + kt)]? (8.23)
Thus, Eq. (8.23) gives the expression for mobilized sediment due to an isolated storm
event occurring uniformly over the watershed, Hence, total amount of mobilized

sediment can be expressed as:

Yr=aAA_ [kt /(1+k))" (8.24)

Finally, coupling of Eqs. (8.6) & (B.24) results

Qultl n[m,[m K+ k)P (n, )™ T, I e ¥ ) (0 ”] (8.25)

The expression given by Eg. (B.23) is the proposed model for computations of
sediment graphs. The proposed model has four parametersa, B, k, and n, and A

8.3 APPLICATION OF THE PROPOSED SEDIMENT GRAPGH MODEL
The workability of the proposed model has been tested on the Chaukhutia

watershed of Ramganga catchment. A detsiled description of the study watershed has
been given in Chapter 2. However, the data specific required for the present study is
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being discussed here. Carefully six storms events were selected in such a way thal
they are falling in the mensoon season during which the chances for erosion and
sedimentalion are more. The sediment samples were taken at Chaukhutia flow
gauging station using a one liter bottle sampler at an interval of 2-4 h, during the
rising and falling limbs, at peak, and also during the recession of the events. The base
sediment flow of the sediment graph was separated in & manner similar to the
separation of the base flow of the runoff hydrograph used by Chow (1964). The basic
charscienstics of sediment graph data are given in Table 8.1

Table 8.1;: Characteristics of Storm Events

Sl Na. Date of Fvent s s | B Qi) Qpstey
{TonshTons) | (k) {Tons) | (Tonzh)
1 July 17, 1983 .38 2 | 076 | 2739 1025
2 August 21/22, 1983 0.418 -2 10836 2070 875
3 July 15, 1984 (.397 2 [ 0.794 | 3145 1250
4 August 18/19, 1084 0.404 2 | 0.81 | 2105 850
5 Seplember 1/2, 1984 .39 2 | 0.78 | 1205 475
f September 17/18, 1984 0.41 2 | 0.82 | 963 392

#.3.1 Paramefer Estimation

The shape parameter (n,) was estimated by the refationship given by Bhunya et
al. (2009) as:

n, =5530,"" +1.04 for 0.01<p,<0.35

n, = 6290, +1.157 for fi; = 0.35 (8.26)

where, Py is a non dimensional parameter defined as the produet of peak sediment
flow rate (Gye) [Tons/h/Tons] and time to peak sediment flow rate (i) [h]. Ps is also
defined as shape factor (Singh, 2000; Bhunya et al., 2003). The rest of the parameters
were estimated using the non-linear Marquardt algorithm (Marquardt, 1963) of the
least squares procedure. The estimated parameter values are given in Table 8.2.
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Table 8.2: Optimized parameter values for Chaukhutia watershed

5. Mo, Date of Event Model parameters
Ny a 3 k A
(Tons/km®)
1 July 17, 1983 4.79 | 0.530 | 0.351 | 0.029 26.66
2 August 21/22, 1983 5.55 | 0727 | 0.701 | 0.030 40,78
E July 15, 1984 312 10735 | 0.721 | 0.030 62.69
4 August 18/19, 1984 527 | 0.714 | 0.663 | 0.030 38.14
5 Seplember 1/2, 1984 4.99 | 0,388 | 0.425 | 0.030 19.64
fy September 17/18, 1984 539 | 0.587 | 0.781 | 0.030 2034

84 PERFORMANCE OF THE PROPOSED MODEL

The performunce of the proposed sediment graph model is evaluated on the
basis of their (i) closeness of the observed and computed sediment graphs visually;
and (i) goodness of fit (GOF) in terms of model efficiency (ME) and relative error
(RE) of the results defined as:

= 7 = -
ME =1 —% :REg) = —-—QH:‘_‘M Qua x100; REigm= —Q”;;; Qi «100
(Qu -Qu) " (o)

(827

where Qygy and Q) = observed and computed total sediment outflow, Qpe) 80d Qpuicy
= ohserved and computed peak sediment flow rate; REgr) and REqpe are relutive
errors in lofal sediment outflow and peak sediment flow rates, respectively,

For visual appraisal, the sediment graphs computed using the proposed model
were compared with the observed ones for all the storm events as shown in Figures
8.1 to B.6. It can be inferred from these figures that the computed sadiment graph
exhibits fair agreement with the observed graph. Further, Figs. 8.7 & 8.8 show the
comparison between computed and observed totel sediment outflow and peak
aﬁiﬁnmlumﬂuwm:afnrdlmEMMunmmdumddamwinﬂinlm:rm
of a best fit line and a higher value of ¥ = 1.000 indicate a satisfactory model

performance for the assigned job.
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Further the results of GOF criteria given by Eq. (8.27) for all the events are shown in
Table 8.3. The can be vbserved from Table 8.3 that the relative error in total sedimend
outflow (REg,) varies from 2.49% to 10.04%, wheress the relative error in peak
sediment outflow mie (REg) is found to vary from 9.69% to 16.56%. The emor
percentage can be taken safely because even the more elaborate process-based soil
erosion models are found to produce resulis with still larger errors varying from +
40% (Vanoni, 1975; Foster, 1982; Hadley et al., 1985; Wu et al., 1993; Wicks and
Bathurst, 1996; Kothyari et al., 1996; Jain et al., 2005). Table 3 also shows the GOF
in terms of ME for the storm events considered in the application. It is also observed
from Table 8.3 that ME varies from 90.52% it 95.41%, indicating a very good
performanee of the mode) for sediment graph computations.

Table 8.3: Goodness of fit Statistics

SL No. Date of Event RE igs) REjg | ME (Efficiency)
' (%) (*4) (*4)

1 July 17, 1983 §.04 9.69 92.91

2 August 21/22, 1983 3.7 14.56 U3.48

3 July 15, 1984 5.56 16.56 00.52

4 August 18/19, 1934 1.04 12.47 95.34

5 September 1/2, 1984 10.04 16.42 93,65

6 | September 17/18, 1984 2.49 13.52 95.41

B4 Semsitivity Analysis

From the results so far, it is imperative to analyze the sensitivity of different
parameters of the proposed model for their effect on overall output. Here, the
conventional analysis for sensitivity similar to the work of McCuen and Snyder
(1986) and Mishra and Singh (2003) is followed as discussed in the following section,
I is evident form Eq. (8.25) that Qut) is a function ofot, B, k, n,, and A ie Qft) =1
(e, B, k. ne, A). Therefore, the total derivative of Q, ean be given as:
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20,00 4o, 00 4o, 30,0 1 B0

d = 8.28
Q,(1) e a0 e T (8.28)

2Q,(1) &, (1) aQ,(1) o, (1) . . o :
wherne m M & ,M—E’Tﬂnﬂ&npamﬂdmv&nmsﬂfﬂ.ﬂ]mlh

respect to @, B, k, n,, respectively, The total derivative, d()(t), corresponding to the
increments du, df, dk, and dn, can be physically interpreted as the total variation of
(s(t) due 1o the vanation of «, §i, k, and n, at any point in the {a, B, k, ns) domain,
The variation of Q,(1) with respect 1o the varisble under consideration can be derived
from Eq. (8.25). A more useful form of Eg. (8.28) can be given as:

dq.m_[m.m o ]E,,[ﬂq.m W ]594,[6@.(:1 = ]c_lk_{m,ﬂ._]ﬂ_nl

QM | & Qe | & Qm)p | & Qm)k | &, QM) n,
(8.29)
whare, [m.m a J [a:a.m B J [a:z.m k ]_md{aq.m n, ]m
e QM) B Q)| & QO an, Q,0)

referred to as the ratio of the ermor in the sediment flow mite (dOQ(t/0Qy(t)) to the emror
in @ (da' a), to the error in § (df/ §), to the error in k (dk/k), end to the emor in n,
{dng'ng). Now, individual matio terms corresponding to cach parameter can be derived
from Eq. (8.25) as follows:

A (1) o
=] 30
o Q0 R

A similar error ratio term for parameter ‘A’ [m&::t} Q'd;”]:.nn also be obtained as

well.
Similarly, for rest of the parameters, the emor ratio terms are derived as:

Q) B e K
Q) “’{Hh] g
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(8.33)
Eq. (B.33) 15 based on the expansion of exponential term up to first order only.

8.4.1.1 Sensitivity tv @

In order o analyze the model sensitivity to parameter a, the terms pertaining
to f, k, and n, are eliminated from Eq. (8.29) and the resulting expression reduces to

dQ,() _(20,() a 'da ki
Q.0 [ % O, a ol

Coupling of Egs. (8.34) & (8.30) results

dQ,it) da  dOs(1)/Qs(1)

b { L A P A | B.35

Q0 «'"  daa =
From Eq. (8.35) it can be inferred that the ratio of the emor in Qy(t) to the error in a is
1. This indicate that the any variation (increase or decrease) in o estimate will cause a
same amount of variation (increase or decrease) in Qy(t). Similar pattern can also be
ohserved for parameter A.

4.4.1.2 Sensitivity to p

Similar to the above, the varation of B only is considered after ignoring the
impact of e, k, and n, Eq. (8.29) in such case reduces to the following form

Q,() (20,0 P ]ﬂ 83
Q,0) [ # Q0)p .
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dt:t,mmﬁ{u:[ﬂﬂ.m p ] (8.37)
dp/p o Q,(1)

Equating Eqs. (8.17) and (8.31) one gets

dQ, (1)/Qs(t) _ n[
dp/p =P 1+n g

Analogous to the previous analysis, the left hand side of Eq. (8.38) represents the ratio
of error in ({t) to the error in i, and the same is shown in Figure 8.9. It is apparent
from the figure that any varistion (increase) in P for a given 1 and k causes QL) o
decrease.

(I, (B, (1)) cpR)
tx

Figure 8.9: Sensitivity of sediment outflow rate to
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8.4.1.3 Sensitivity to k

As above, considering the vaniation of k only reduces Eq. (8.2%) reduces o the
following form

d(), (t)

(0.0 k ]dk 4%
Q.0 [ & Q.0 e

k

Aliematively, Eq. (8.39) can be expressed as:

dQ, (1)/Qs(t) _[aQ,(t) &k
dk /k _[ & Q.{t?] e
Equating Eqs. (8.40) and (8.32) one gets
dQ,(0/Qs(y _ P 8.41)

dk /k (1 + kt)

As expressed in Eq. (B.41) and shown in Figure 8.10, for any increase in k the ratio of
errors tends 10 decrease, implying the Q) (1) to increase and vice versa,

8.4.1.4 Sensitivity to n,

Similar to the preceding analysis, if the variation of only ny is considered
ignoring the impact of w, 3, k, Eq. (29) reduces to

dQ,{t]I:[ﬂl{t} n, ]dﬂ. (8.42)
Q,it) én, Q,t))n,

Equating Egs. (8.42) & (8.33) results
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Figure 8.10: Sensitivity of sediment ouiflow rate (o k

Analogous (o the previous analysis, the left hand side of Eq. (8.43) represents the ratio
of error in (1) to the error in n. It is apparent from Figure 8,11 that any variation
(increase) in n, for a given vt, causes the ratio to increase, implying Qy(t) to increase.
Thus the sensitivity analysis shows thai any variation (increase or decrease) in
parameters ‘o’ and ‘A" will cause a same amount of variation (increase or decrease) in
(Q4t). On the other hand a reverse trend has been observed in the case of parameler B,
L.e., for any variation (increase) in f for a given t and k causes Q4t) to decrease and
vice-versa. A similar trend has also been observed for parameter k, ic., for any
increase in k the ratio of error tends to decrease, implying the Qy (1) to increase and
vice versa. However, in this case rate of change is less as compared to B The analysis
also shows that any variation (increase) in n, for a given U, causes the ratio to
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increase, implying OQu{1) to merease and vice versa. Overall it can be deduced that
parameter [§ is most sensitive followed by k, @, A, and n,.

14

Figure 8.11: Sensitivity of sediment outflow rate fo n,

8.5 CONCLUSIONS

A simple approach incorporating popular and widely used models, i.e., Nash-
based [USG, SCS-CN method, and Power law has been used to develop a simple
sediment yield model for computation of sediment graphs. The developed model is
mathematically sound end hydrologically improved in the sense that it eliminates the
inevitability of a regression based approach used to derive the mobilized sediment and
considers rainfall intensity, soil type, land use, hydrologic condition, and antecedent
maisture, and thus, physically more plausible than the common and less accurate
regression type relations.

A simple relationship has been provided for estimation of number of linear
reservoirs (shape parameter, n,), instead of using praphical and less accurate
proceduras which are in frequent use. Resulting higher model efficiency (varying
from 90.52% to 95.41%) and lower values of relative errors in total sediment outflow
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(from 2.49% to 10.04%) and peak sediment flow rate (9.69% o 16.42%) further
strengthen the suitability of model for computation of sediment graphs and total
sediment cutflow. A conventional sensitivity analysis procedure shows thal parameter
P is most sensitive followed by k, o A, and n,. The proposed model has ample scope
for estimation of sediment graphs as well as total sediment outflow from ungauged
natural watersheds.
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CHAPTER 9

IDENTIFICATION OF VULNERABLE AREAS

Owver the last decade a widely stated objective in land resource management
has been the adoption of strategies o ensure the sustainable use of land, The aims of
any policy dealing with sustainable use of soils are to maintain soil quality, properties,
processes and diversity. At the same time soil erosion continues (o degrade the global
land resource base with approximately 30 per cent of the present culfivated area
having been substantially affected. According to Mational Commission on Agriculture
{Anonymous 1976) 175 million hectares are degraded all over the world. The current
rale of anmual top soil loss in the world due to water and wind erosion ranging from
20 to 100 toncs per bha. This is 16 to 100 times greater than the natural accumulation
range, which is estimated at about one centimeter of topsoil formation in 200 years
under normal Agricultural practices. Soil erosion rates have increased to such an
extent that the material delivery from rivers to the oceans hes increased from just 8
billion 1ons to over 23 billion tons a year, the largest discharge of over 10 billion tones
per year coming from Asian rivers alone., If the present trend in the erosion of fertile
topsail of over 23 billion tones per year continues, it will result in the loss of 30 per
cent of global soil inventory by 2050,

In recent analysis of annual soil erosion rates in India, it was estimated that
about 5334 million tones (1653 tones / ha) of soil is detached annually due to
agriculture and associate activitics alome. The country's rivers carry about 2052
million tones (626 tones / ha) of this, nearly 1572 million tones are carried away by
the rivers into the sea every year and 480 million tones are being deposited in various
reservoirs, resulting in the loss of 1 to 2 % of the storage capacity (Anonymous,
1976). Optimal use of soil and land resources to meet the needs of fast growing
population is a fundamental issue and promising challenge for the national
development.
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9.1 SOIL EROSION AND SEDIMENT YIELD

The process of soil erosion involves the processes of detachment, transporiation
& accumulation of soil from land surface due to either impact of raindrop, splash due
o rain impact, shearing force of flowing water, wind, sea waves or moving e,
Erosion due 1o water is an area of interest to hydrologists and sedimentologists.
Various forms of soil erosion due to water are internill, rill, gully & stream channel
erosion. Rain drop plus sheet ervsion joinlly causes interrill erosion. Concentrated
flow causes rill erosion. Gully erosion is an advanced stape of rill on aceount of head
cutting at the gully head. Apant from rainfall and runoff, the rate of soil crosion from
the area is also swongly dependent upon its soil, vegetation and topographic
characteristics. During the process of erosion and transportation to downstream side,
some parl of the eroded material may get opportunity to deposit. The net amount of
sediment flowing through the watershed is termed as sediment yield.

Deposiion of sediment transporied by a river into a reservoir reduces the
reservoir capacity, thereby adversely affecting the water availability for power
generation, irrigation, domestic & industrial use. Sediment deposition on river bed &
banks causes widening of flood plains during floods. Control of upland erosion does
not always reduce the sediment yield immedintely, because of the increased erosivity
of channel flow in the downstream. Soil erosion is & serious problem in Lesser
Himalayas and foothill ecosystem. Sustainable use of mountains depends upon
conservation and potential use of soil and water resources. High population growth
has placed a demand on limited natural resources present in the hills. High rainfall
coupled with fragile rocks, and high relief conditions in Himalayas are conducive to
soil erosion. It is a prime threal (o susiained land use for crop production in
Himalayan ecosystem. Rapid increase in the developmental activities, mining and
deforestation etc. are major factors contributing to soil erosion and thus leading 1o
land degradation.

Empirical models such as Universal soil Loss Equation (USLE) (Wischmeier
and Smith, 1965), Revised Universal Soil Loss Equation (RUSLE) (Renard et al.,
1991b) and Sail Loss Estimator for Southem Africa (SLEMSA) (Elwell, 1978) as
well as physical process bassd models such as Water Erosion Prediction Project
(WEPP) (Nearing et al., 1989), Morgan, Morgan and Finney model (Morgan et al.,
1984) and many others are employed for quantitative assessment of soil loss. The soil
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loss estimation applying these models indicates the severity of soil erosion under the
present land wse practices. It aims to identify lands under various kinds of erosion
state that serves the basis for planning soil conservation work as well as land use
planning. The formulation of proper watershed management programme for
sustainable development requires an inventory of the quantitative soil loss erosion and
the priority classification of watershed. A watershed with a higher rate of erosion
needs to be given higher priority for soil conservation measurcs fo be adopted.
Sedimenl yield from a caichment is one of the main criteria for assessing the
vulnerability of a watershed 1w soil erosion. However, this criterion requires
continuous monitoring of sediment samples at the catchment outlet. Such data are
hardly available in India and Nepal for small watersheds. Although the sediment yield
from large catchment can be obtained from such observations, it is not possible to
asceriain the vulnerability to soil erosion of small watersheds within a basin. A seil
conservalion programme is an expensive and cumbersome process, camed out in
steps starting from the most vulnersble (highest sediment producing) region.
Therefore, there is a need w assign relative priorities to different regions within a
catchment. Development of effective erosion control plans requires the identification
of areas vulnerable 10 soil erosion and quantification of the amounts of soil erosion
from various areas. The empirically based USLE and newly revised RUSLE have
been used in many countrics sincs the late 1960s for estimation of soll erosion
(Wischmeier and Smith, 1978). It is designed to estimate the long-term average
annual s0il loss for fields with specified cropping and management systems as well as
rangeland (Renard et al., 1997). Williams and Berndt (1977) modified the USLE to
estimate sediment yield from single storm event. The modified model is referred to as
Modified Universal Soil Loss Equation (MUSLE).

9.2 POPULAR EMPIRICAL SEDIMENT YIELD MODELS

A multitude of models are available in hydrologic literature for estimation of
soil erasion and sediment yield from watersheds. Most of these models ¢an be
grouped in to two broad categories. Models those based on empinical equations
generally derived based on analysis of field data are commonly termed as empirical
models. Simple methods such as Universal Soil Loss Equation (USLE) (Wischmeier
and Smith, 1978), Modified Universal Soil Loss Equation (MUSLE) (Williams, 1975)
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or Revised Universal Soil Loss Equation (RUSLE) (Renard et al., 1991), are quite
frequently used cmpincal models for estimation of soil erosion from watersheds
(Ferro and Minacamlli 1995; Ferro 1997 Kothyari and Jain, 1997; Ferro et al., 1998;
Stefeno et al., 1999, Jain and Kothyari, 2000, Kothyari et al., 2002).

‘The other category of models which use theoretical description of processes
involved in the form of mathematical equations are termed as physically based
madels. These models are intended to represent the essential mechanisms controlling
erosion and they incorporate the laws of conservation of mass and energy. Most of
them use particular differential equations and generally require more input parameters
than empirical models. Numbers of the physical based models are developed in recent
past. Examples of physically based models available in literature for estimation of soil
erosion are WEPP (Water Erosion Prediction Project, USA) (Nearing et al,, 1989),
EUROSEM (European Soil Erosion Model), SHESED (Wicks and Bathurst, 1996)
and athers. The power of physically based models is that they represent & synthesis of
the individual components which affect erosion, including the complex interactions
between various factors and temporal variahility. The result is synergistic, the model
as whole represents more than the sum of the individual picces.

However, the use of physically based models is limited for research use due to
their complexity and non-availability of data required to use them. Therefore,
empirical models are more commonly in use for field evaluation and modelling for
data scarce regions. These are based on inductive logic and generally applicable only
to those conditions for which the parameters have been calibrated, Since, this chapier
deals with coupling of USLE with GIS for estimalion of soil erosion and sediment
yield, i.e., to use a empincal model in distributed sense, and hence a brief descriphion
of some of the popular empirical models is given here.

USLE: Soil erosion is most frequently assessed by using Universal Soil Loss
Equation (USLE) since early 60's. The equation was designed for interrill and nll
erogion (Wischmeier and Smith 1978, Renard ef al., 1991). Although the equation is
described as universal, its database, though extensive, is restricted to slopes normally
0 10 17% and to soils with a low content of montmorrilonite, it is also deficient in
information on erodibility of sandy soils. In addition to the imitation of its database
there are theoretical problems with the equation. Soil erosion cannot be adequately
described merely by multiplying together six factor values (E = R*K*LS*C*P). There
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is considerable interdependence between variables (Morgan, 1995). A flowchart
depicting process of using USLE based eguations with GIS is shown in Fig. 9.] as

illustration.

MUSLE: Ii is one of the modified versions of the USLE. In MUSLE (Williams.
1975), the rainfall erosivity factor was replaced by runoff. The runoff facior includes
both total storm runoff volume and peak runoff rate. Compared to USLE, this model
i5 applicable to individual storms, and eliminates the need for sediment delivery
ratios, because the runoff factor represents energy used in detaching and transporting
sediment. The main limitation is that it does not provide information on time
distribution of sediment yield during a unoff event.

RUSLE: It is a revised version of USLE, intended to provide more accurate estimates
of erosion (Renard et al, 1997). It coniains the same factors as USLE, but all
equations used to obtain factor values have been revised. It updates the content and
incorporates new material that has been available informally or from scattered
rescarch reporis and professional journals. The major revisions occur in the cover
management factor, C, support practice factor, P, and slope length gradient factor, LS,
factors. The C is now the product of four sub factors: prior land use; canopy cover,
soil surface cover and surface roughness.

MMF Model: is another empirical model for predicting annual sail loss from feld-
sized area on hill slopes. The model separates the soil erosion process info two phases
i.e. the water phases and the sediment phase. In the watcr phase annual rainfall is used
to determine the energy of the rainfall for splash detachment and the volume of
runoff, assuming that runoff cccur whenever the daily minfall exceeds a critical value
representing moisture storage capacity of the soil-crop complex and that the daily
rainfall amounts approximate an exponential frequency distribution. In the sediment
phase, splash detachment is modeled using & power relationship with rainfall energy
modified to allow for the rainfall interception effect of the crop.

SLEMSA Model: The Soil Loss Estimator for Southern Africa (SLEMSA) was
developed largely from data from the Zimbabwe to evaluate the erosion resulting
from different farming systems so that appropriate conservation messures could be
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recommended. Generally, the model looks like USLE and it has the same limitations
as USLE. Empirical Models possess severe limitations, They cannol be universally
applied. They are not able to simulate the movement of water and sediment over the
land and they cannot be used on scales ranging from individual fields to small

catchments.

Rainfall Data | | Land Capability Topographic | | Land Sat TM

i 1 Map 1:250000 Map 1:50000 L
Monsoon MNon-monscon ||':fl.ﬂu' DEM Land Classification Map

y ¥ Slope Map

R factor

xr
LS factor C factor P factor
E=RKILSCP

Fig. 9.1: Analysis of flow of USLE model using GIS
93 GIS-COUPLED APPLICATIONS OF USLE

A watershed is a land area which drains info a stream sysiem, upstream [rom
its mouth or other designated point of interest. Surface characteristic, soil depth,
geological structures, topography and climate of the watershed play an interrelated
role in the behavior of water, which flows over or through it. Watersheds are
subjected 1o many types of modifications by human and natural activities. Erosion isa
natural geomorphic process occurring continvally over the earth's surface. The
pruocesses of erosion of soil from earth surface iff largely depend on topography,
vegetation, soil and climatic variables. These areas found o have pronounced spatial
vanability in a catchment duwe to the spatial variation of climatic factors and
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catchment heterogeneity. This is one of the reasons given for promoting the use of
distributed information of calchmen! resources using & GIS. By using a GIS the
catchment 15 discretized into sub-areas having approximately homogeneous
characteristics and rainfall distribution. The technique of Geographical Information
System (G1S) is well suited for quamtification of heterogeneity in the wpographic and
dminage features of a catchment (Shamsi, 1996; Rodda et al., 1999). The remote
sensing and GIS technigues have been used for sediment and erosion medaling scross
the globe (Jain and Kothyari, 2000; Jain et al., 2001, Kothyari et al., 2002; Sarangi &
Bhattacharya, 2000; Fistikoglu and Harmancioglu, 2002; Paringitand & Nadaoka,
2003; Chakraborty et al., 2004; Kumar and Sharma, 2005). These models simulate the
dynamics of event runoff, soil detachment and transport processes.

Jain and Kothyar (2000) demonstrated the utility of GIS and satellite data in
identification of source areas and prediction of storm sediment yield from catchments.
The concept of sediment delivery ratio with USLE was used in the study for Karso
and Napgwa watersheds in Jharkhand With the same watersheds and concept of
sediment delivery ratio, Kothyan et al, (2002) estimated the temporal variation in
sediment yield. Jain et al (2001) coupled USLE and MMF models with GIS for
estimation of soil erosion and ils spatial distribution for a Himalayan watershed. It
was found that GIS platform provides a faster and better method for spatial modeling
and pives output maps that can be understood better. Jain and Goel (2002) used these
technigues for the assessment of yulnerability of 16 watersheds in the Westem India
o the soil erosion. The study was reported for catchment of Ukai dam in Gujaral
Fistikoglu & Harmancioglu (2002) integrated a GIS with the USLE model for
identification of rainfall based erosion and the transport of non point source pollution
loads. They found that GIS permits more effective and accurate applications of the
USLE mode] for small watersheds provided that sufficient spatial data are available,

94 OBJECTIVES

The main objectives of this study are:

1. To assess annual rate of soil erosion from the Chaukhutia and Naula
watersheds using distribuled information for topography, land use, soil efc.
derived using GIS.
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To compute the transport cepacity of discretized locations and route the
transport limited sediment outflow from each of the discretized cells to the
catchment outhet.

To compare the simulated sediment yield with the observed sediment yield.

To generate maps for sediment outflow from discretized cells. '

To analyze the rate of soil erosion/deposition maps, and thus identification of
areas vulnerable to soil erosion within the watershed.

To assess annual rate of soil erosion from catchments using distributed
information for wpography, land use, soil etc. derived using a GIS.

Te compute the trunsport capacity of discretized locations and route the
transport limited sediment outflow from each of the discretized eclls to the
calchment outlet.

Te compare the simulated sediment yield with the observed sediment yield.

To generate maps for sediment outflow from discretized cells.

10. To analyze the rate of soil erosion/deposition maps and then identify areas

vulnerable to soil erosion.

In brief, this chapter identifies vulnerable areas from the estimaies of seil

erosion and sediment yield denved using remotely sensed data and GIS coupled with
empirical USLE model.

9.4.1

o P 3

&,

9.

Genernl Layoual

To achieve the aforementioned objectives, the procedural steps are as follows:
Calculate Rainfall Erosivity factor, R, from meteorological data
Calculate sediment yield from meteorological data
Generate Digital Elevation Model (DEM) for the Watershed Study Area
Generate Slope, Flow secumulation , Flow direction, and Watershed Network
Generate Topographic factor LS Map
Generate Land Use Map of study area using digital analysis of satellite data
Create Soil Map and its characteristics Database from Satellite data in GIS
Environment using ERDAS
Generate Cover Management factor C Map
Generate Support Practice factor P Map
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10, Generate Soil Erodibility facter K Map

11. Generate map for sediment transport capacity

12. Generate maps for transport limited soil sccumulation by mouting sediment
outflow from each of the discretized cells using GIS

13, Generate soil erosion/deposition maps for identification of vulnerable areas.

95 MODELLING CONCEPT AND MODEL FORMULATION

Apart from rainfall and runoff, the rate of soil erosion from an area also
strongly depends on 1ts soil, vepetation and fopographic characieristics. In real
situstions, these characteristics are found to grestly vary within the various sub-areas
of the calchment. Therefore, a catchment can be diseretized into vardous smaller
homogeneous units before making the computations for soil loss. The grid based
discretization is the mos! reasonable procedure in both the process-based models and
the other simple models (Beven, 1996; Jain and Kothyari, 2000). Therefore, for
present study, the grid-based discretization procedure has been adopied. Grid size o
be used for discretization should be small enough so thet the grid encompasses a
hydrologically homogeneous area. As discussed above. the method such as the
Universal Soil Loss Equation (USLE) is employed to estimate surface erosion over
small size areas, ie. soil erusion within a grid (or cell).

946  Universal Soil Loss Equation (USLE)

The Universal Soil Loss Equation (USLE) is an empirical equation designed
for the computation of average soil loss in agricultural fields in USA. However, these
days it has globally heen accepted as most popular model for erosion prediction and
conservation planning technology. The equation predicts losses from sheet and nll
ercsion under specified conditions. It computes the soil loss for a given site, as
produet of six polential parameters, whose mest likely values at particular location
can be expressed numernically (Wischmeier and Smith, 1978; Renard et al, 1991) as:

E=R*K*LS*C*P ©.1)
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where E is computed soil loss per unit area, expressed in the (tone / ha/ yr);
R is rainfall erosivity factor, (MJ*mm / ha*hr);
K is soil erodibility factor, (tone®ha*hr / ha*MI*mm});
L is slope length factor, (dimensionless);
5 i3 slope steepness factor, (dimensionless):
C 12 cover and management factor, (dimensionless);
P is support practice factor, (dimensionless);

9.6.1 Rainfall Erosivity Factor, R

Wischmeler and Smith (1958) afler evaluation of correlations between soil
erosion and a number of rainfall parameters, defined the R factor as the product of
rainfall energy and maximum 30-min intensity divided by 100 for numerical
convenicnce, known as the El index. On an annual basis, the El,, value is the sum
of values over the storms in an individual year. Calculations of rainfall energy require
an algorithm relating cnergy to some measurable parameter. Up to an intensity of 3
in‘hr, rainfall energy increases with storm intensity as a result of the fact that the drop
size and fall velocity increase with intensity. Above 3 in‘hr, the drop size reaches its
maximumn size and energy remains constant.

Wischmeier and Smith (1958) proposed thet rainfall energy is related to
intensity as:

E, =(200+87 log, L JF, (9.2)

where E, = Kinetic encrgy of the i* rain increment, J/ m’
i = Average intensity of rainfall intensity in the " increment, com/hr
Pi = Depth of rainfall in the {* increment, cm

R =Y Erosion .m=$[-%?-} in ”h:__:r'“ 03

E =Y E, =Kinetic energy of rainfall, J/m’

Iy, = Maximum intensity of rainfall during a continuous peried of 30

eninutes, mm/hr
n=  Number of rainstorms per year
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R= Rainfall Erosivity Fector

Rambebu et al. (1979) developed rainfall intensity-duration-return period
relationships for Indian conditions (Fig. 9.2), which can be used with fair accuracy. In
these relations (Fig. 9.2), T is the retum period (20-25 yr) and t is the duration of
rainfall. Furthermore, for Indian conditions, the values of the coefficients a, b, m and
n for five zones i.e., North, South, East, West and Centre are given in Table 9.1.

The selection of maximum intensity of rainfall for duration of 30 minutes by
Wischmeier and Smith (1978) was based on extensive experimental resulis.
Incidentally, this value has been found to be equally applicable to many parts of India,
including Dehradun, by the Ceniral Soil and Water Conservation Research and
Training Institute, Dehradun (CSWCRTT). In some tropical and subtropical countries
of Asia and Africa, it has been reported that the kinetic energies of individual storms,
al intensities 25 mm'hr. are more appropriate for correlating the soil loss. By using
this method, only the El values are required to be considered and not the E1,, valves.

Table 9.1: Data for intensity-Duration-Return Period Relationships for India

fone a b m n
MNorth 5914 0.500 0.152 1013
East 6933 0.501 0.135 0.88
Centre 7465 0.75 0.171 0.96
West 397 0.15 0.165 0.733
South 6.31 (.50 0.152 0.947

962 Soil Erodibility Factor K

A number of studies of soll erodibility have been made with the USLE. In the
USLE, K is assumed to be constant throughout the year. Tables of K values are
available from local Scil Conservation Service Offices for most soils in the U.S. In
the gbsence of published data. a widely used relationship for predicting erodibility is a
nomograph by Wischmeier et al. (1971), which was developed from the data collected
on 55 mid-westem agricultural soils. Soil erodibility in the nomograph is predicted as
a function of five scil and spil profile parmmeters as:
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I. Percentage silt (MS; 0.002-0.05 mm)

1. Percentage very fine sand (VFS; 0.05-0.1 mm)
3. Perceniage sand (SA; 0.1-2 mm)

4. Percentage organic matter (OM)

5. Structure (5))

6. Permeability (F;)

It is important to note that the size ranges given here are not standard for some
particle classifications. Codes for structure and permeability are given in USDA soil
survey manoals (Soil Conservation Service, 1983) available for most countries in the
U.5. and in some foreign countries.

&
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-
} Time t

Fig. 9.2: Rainfall Intensity-Duration-Return Period Relationships for Indian
Condition
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An analytical relationship for the nomograph can be given by the regression equation
as Wischmeier et al. (1971):

K=11*1u*‘{11—um}w";&'39_s{5,—z)+:—:.5[1=, -3) 54

where K is soil erodibility in tons per scre per unil rainfall index {tons-acre-
hohundreds-acre-fi-tonsf-in), OM iz the percentage organic matier, P; is the
permeability index, S, is the structure index, and M is a function of the primary
particle size fractions given as:

M= (% MS + % VFS) (100 - % CL) (9.5)

where % CL is percentage clay (<0.002 mm) and other ierms are defined as above.
The soil erodibility factor K (t*ha*hr / ha*MJ*mm) has been estimated using table
values based on the soil textural information given by Haan (1994).

9.63 Length and Slope Factors, LS

For computation of LS factor, in a grid-based descretized area as shown in
Fig, 9.3, the minimum cell arca of about 0.01 km? is required to have & representative
estimate of LS factor for use in the USLE (Wischmeier and Smith, 1978; Panuska et
al., 1991). With this area the maximum permissible length is 141 meters (Panuska et
al., 1991) However, cell size smaller than this is (o be used for soil loss estimation
using GIS. An equation was derived based on unit stream power theory by Moore and
Burch (1986a,1986b), Moore and Wilson {1992) for estimating the LS factor in cells
smaller than the plots of Wischmeier and Smith (1978). The factor LS in present
study is therefore computed for overland grids by using the relationship given by
Moore and Wilson (1992) as:

~ A T[sinpg T
s [zz.uﬂu.umﬁ] G5
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where A; is the specific area (=A%), defined as the up slope contributing arca for
overland grid (A) per unit width normal to flow direction (b); P is the slope gradient
in degrees; n = 0.4; and m = 1.3. For channel grid areas, the value of A is considered
o be equal to the value of the threshold area comresponding to the channel mitiat:on.
The use of Eqg. (9.6) in the estimation of the LS-factor allows the infroduction of the
three-dimensional hydrological and topographic effect of converging and diverging
terrain on s0il eroston (Panuska et al., 1991: Mendicino and Scle, 1997),
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Fig. 9.3: Schematic showing discretized grid cells in a catchment

2.6.4 Cover and Management Factor, C

The cover and management factor is the ratio of soil loss from an ares with specified
cover and management to that of an identical area in tilled continuous fallow.
Vegetative cover dissipates the impact force of mindrops on the soil surface, and
protects the soil from splash erosion by modifying the value of volume, drop size,
Coefficient of distribution, impact velocity and kinetic velocity of mainfall. The
canopy cover is primarnily responsible for effectiveness of the vegetative cover. The
quality of the cover depends on the foliage characteristics, plant height and the arca
covered by the vegetation, whereas the leaf area index, height and density of the
canopy, loliage characteristics, and the ares covered by different species are affected

3z



by the type of vegetation, Splash erosion is caused not only by the direct impact of
raindrops on the bare soil surface, but also by the through fall of raindrops from the
canopy cover. A dense vepetative cover provides a high protective cover to the
eround surface, but a higher height of the canopy, namely from pines, ete. imparts a
high terminal velocity to drops of the through fall, which caused heavy soil erosion by
splash on the soil surface. The crop cover-management factor C accounts for the
effects of cover, crop sequence, and productivity level, length of growing season,
tillage practices, residue management, and expected time distribution of erosive
events. Hased on experimental investigations, valuey for C factor have been tabulated
for many cover conditions (ex. Haan, et al., 1994),

965 Support Practice Factor, P

The conservation practice factor, P, by definilion is the ratio of soil loss from
any conservation supporl practice to that with up and down slope tillage. It is used 1o
cvaluate the effects of contour tllage, strip cropping, terracing, subsurface drainage,
and dry land farm surface roughening. A bare fallow land surface causes maximum
soil erosion especially when it is cullivated up and down the slope or in other words,
cultivated across the contours of the land surface. When a sloping land is put under
cultivation, it needs to be prolecied by practives that will aticnuate the runoff velocity,
s0 that much less amounts of =oil are carried away by the runoff water, P 15 always
< 1.0. In arcas with more than one type of practice in use, a weighted value of P as per
the ares under each practice is considered and P is the support practice factor-the ratio
of soil loss with a support practice like comtouring, strip-cropping, or ierracing and
down the slope. Based on experimental investigations, values for P factor have been
tabulated for many management conditions (ex. Haan, et al., 1994).

9.7 SEDIMENT TRANSPORT AND OUTFLOW

Use of Eq. (9.1) produces the estimate of gross soil erosion in each of the
discretized prids of the catchment. Gross amount of soil erosion for esch grid area
during & year can be generated by multiplying the term KLSCP with the R-factor for
the corresponding year, The eroded sediment from each grid follows a defined
drainage path — as shown in Fig. 9.4 for o particular cell - to the catchment outlet, The
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rate of sediment transport from each of the discretized cell depends upon the transpor
capacity of the flowing water (Mever and Wischmier, 1969). The sediment outflow
frofm an area 18 equal to soil erosion in the cell plus contribution from upstream cells if
transport capacity is greater than this sum. However if transport capacity is less then
amount of sediment excess of trunsport capacity get deposited und sediment load
equal to transport capacity is discharped to next downstream cell. The concept is
shown schematically in Fig. 9.5 (afler Meyer and Wischmier, 1969),

9.7.1 Mean Annual Sediment Transport Capacity

Ihe rate of transport of the sediment is governed by the transporting capacity
of the flowing water. Most geomorphologic models assume that overland flow is
transport limited sccumulation and sediment flux Q is mainly predicted by the
equation given as:

Q=K*L*S" (9.7)

Fig. 9.4: Schematic showing a flow path
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where L is the upslope distance {(m) and 5 the local slope gradient (m l:u'l}. For three-
dimensional landscapes (Kirkby and Chorley, 1967; Carson and Kirkby, 1972), this
equation becomes:

Q=K*S*A" (9.8)

where A is the upslope contributing area per unit of contour length. Prosser and
Rustomji {2000) made & review on the constanis m and n, and found that the median
value obtained in experimental studies is 1.4 for both constants. This concept was
further studied by Verstraeten et al. (2007) and based on their hypothesis following
equation for mean sedimen! transpor capacily was proposed and the same is adopted
in this study as;

TC = Krc*R*K A gl 40 (9.9)

where TC is transport capacity (kg/m’/yr). Kc is the transport capacity coefficient
and reflects vegetation component within the transport capacity and 5 the slope

prediznt.
9.7.2 Transport Limited Accumulation (TLA)

Sediment is routed along the munoff pattern towards the river (Figs. 9.4 & 9.5),
taking inlo account the local transpori capacity, TC of each pixel. If the local TC is
smaller than the sediment flux, then sediment deposition is modeled. This approach
assumes that sediment transport is not necessarily restricted to a transport limited
systemn. If the TC is higher than the sediment flux, then sediment transport supply will
be limited. Thus, by introducing the K¢, transport capacity cocfficient, a more
realistic representation of overland flow along with sediment transpori can be
simulated. Because much sediment is being routed to these locations from the stecper
hill slopes adjoining the thalwegs, it faces high sedimentation rates because the
transpori potential will also be rather low. The predicted sediment delivery values
need {o be interpreted as sediment delivery towards the complete length of the river in
the caichment. The model produces different maps of erosion, sediment transport and
sediment deposition rates, whereby a distinction is made between gross erosion, net
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erosion, total sediment deposilion and net sediment deposition. Consequently,
different total values of erosion and s0il loss can be defined.

SOIL FROM
UP SLOPE CELLS
DETACHEMENT
ON CELL
, ' TRANSPORT
TOTAL CAPACITY OF

IF Dy < Tg IF Dy > Ty

L

SOIL CARRIED
DOWN SLOPE

Fig. 9.5: Concepts of Mathematical Modelling of the Process of Soil Erosion by
Flow of Water (Meyer and Wischmeier, 1969)
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For grid based discretization system transport limited accumulation can be compuled

T, =min(E+Y T, ,TC) (9.10)

D=E+} T,-T, (5.11)
where E = Anmual Gross Soil Erosion

TC = Transport Capacily

Tin = Sediment inflow from upstream cells

Tout = Sediment Outflow from the cell

D = Deposition in cell

38  STUDY AREA AND DATA AVAILABILITY

In this study, the Chaukhutia and Naule watersheds of Ramganga catchment
have been selected to cstimate the spatially distributed soil crosion and sediment yield
psing USLE and GIS. A basic description of the Chaukhutia and Naula watersheds
has been given in Chapter 2. However, as per the data specific requirements, a brief
description about sediment data is discussed for Chaukhutia watershed only, as the
above methodology is first employed to this watershed, and then repeated on Naula
watershed.

There is o stream gauging station for measuning nmoff and sediment outflow
at Chaukhutia Site. The peographic location of this siream gauge station bears latitude
of 20753"10" and longitude of 79" 20'40" and this is situsted af an altitude of 939.05
m sbove mean sex level. Daily sediment data from January 1973 1o December 1990
wns collected from irrigation department, site office Kalagarh, The daily sediment
yield data was aggregated to annual series and used in present investigation.

9.9 FPREPARATION OF DATABASE FOR CHAUKHUTIA WATERSHED
Computation of soil erosion and sediment vield using the method formulated,
and as described above, requires spatial data of Digital Elevation Model (DEM), soil

and landuse maps in digital form. In subsequent sections, generation of this database
15 discussed in a syslematic manner.
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9.9.1 Digital Elevation Model (DEM) Generation

Digital Elevation Model (DEM) is sampled array of elevations (z) that are spaced
al regular intervals in the x & y directions. The varous input data are:

4% Topographic map

% Data collected by GPS, Total Station

% Stereo Photographs / acrial photographs

< Siereo Satellite images

% Different radar images (LIDAR, IFSARE)
Mainly, there are two ways to generate DEM

% Through raster data by Interpolation
% Through vector data by TIN

9.9.1.1 Generation of DEM and Drainage Network

Add Registered Topographic maps in Polyconic projection system to the Arc

Map window in Arc GIS. Create a shape file assigning the same coordinate system as
that of registered Toposhect (By importing it). Digitize all the contours of the
toposheet. Add “Contour Elevation” ss new field to its attribute table and fill up all
the comtour elevation values apainst each digitized contour by highlighting them.
Repeat above steps for all available toposheets in which study areas lies.
Then Open Arc Toolbox and go to

< 3D Analyst Tools

% HRaster Interpolation

% Topo to Raster
Topo 1o Raster dialog box will be open in which we can add all the digitized Contour
layers by chanping attribute field to “Contour Elevation” and the tool interpolate
contours into DEM of desired pixel size. For the present study a pixel size of 24 m
was selecled. Following the FLOWCHART shown in Fig 9.6, a DEM of Chaukhutia
watcrshed was gencrated as shown in Fig. 54. Fig. 5.3 shows generated drainags
network for the Chankhutia watershed.

329



TOPRGRAPHIC MAT

!

CONTOUR MAP

1 Scanning & digitizafion
DIGITAL VECTOR CONTOUR MAP
Segraent b rastenmbion

RASTERIZED COMTOUR MAFP
h |
DEM (DIGITAL ELEVATION MODEL)

L L J

RECLASSIFY FILTERING &RECLASSIFY

' .

ELEYATION SLOFE

Fig. 9.6: DEM & Slope Generation

9.9.2 Land Use / Land Cover Classification

Satellite data of IRS LISS 11l sensor was geo-reforenced and classified in order
to obtain land use/land cover map of the study watershed. In this study unsupervised
classification has been camied out to prepare the land use / land cover maps. In
unsupervised classification clustering of data is done for given input number of
clusters. These clusters are then reclassificd inte desired sumber of classes using
merging operation. The Chaukhutia sub-catchment has been classified into following
seven major land use / land cover classes after merging different clusters, Classified
landuse map of the Chaukhutia watershed is shown in Fig. 5.2

9.9.3 SOIL MAP
The soil map of the present study area was digitized using GIS Software 2.0

version after scanning hardcopy of soil map of the Chaukhutia watershed available
from National Bureau of Seil Survey and Land Use Planning, Govt. of Indin. The
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digitized polygon map was then rasterized st 24 m pgrid cells by using GIS Arc
Toolbox. The digitized soil map of the Chaukhutia watershed is shown in Fig. 5.1.

%10 APPLICATION PROCEDURE, RESULTS & DISCUSSION

As Above, database preparation included generation of spatial data for Digital
Elevation Model (DEM), drainage, soil and landuse maps. This sections deals with
generation of soil erogion in spatial domain which requires peneration of different
facior maps in spatial domain. As discussed above, USLE has been used as soil
erosion and sediment yield model.

5.10.1 Computation of Rainfall Erosivity Factor, R

The daily rainfall data from year 1973 to 1990 except for year 1974 for
Chaukhutia catchment was available. The kinetic encrgy of daily rminfall was
calculated using equation (2). Iy was calculated as per concept given by Rambabu et
al. (1979) for Indian condition. Then rainfall erosivity factor, R was calculeted using
Eq. (9.3). The ouiput of R-values for cightecn years ie from 1973 te 1990 is
presented in Table 9.2

Table 9.2: Computed rainfall erosivity factor

Year R [(MJ*mm)/(ha*hr)] | Year R [(MJ*mm)/(ha*br)]
1973 4451.11 1982 221187
1974 . 1983 2878.17
1975 404736 1984 1382 54
1976 3617.62 1985 2071.04
1977 4736.04 1986 4852.98
1978 143131 1987 101628
1979 1710.64 1988 4843.55
1980 1313.04 1989 301121
1981 1716.98 1990 5589.18
* Data not available
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9.102 Cemputation of Seil Eredibility Factor, K

The scil map of Chaukhutia catchment dominantly consists of seven
calegories of svils. The soil erodibility factor, K is dependent on soil profile and the
response of the soil 1o the erosive action of minfall. The soil erodibility (K) factor
identifies the inherent susceptibility of 2 soil o crode under a standard condition,
based on a multivariate nomograph of values for soil structure, permeability, organic
matter, and percentage of sand and silt fractions. The soil crodibility factor K (1*ba*hr
! ha*MJ*mm) for different type of soil iz adopted from Haan et al. (1994). The K
factor values are presented in Table 9.3,

Table 9.3; K-Factor for Seil

Type of soil K
{t*ha*hr / ha*MJ*mm)
Thermic fine loamy 1o loamy skeletal soils 0.020
Thermic loamy skeletal to fine loamy soils 0.023
Thermic to coarse loamy soils 0.032
Thermic sandy skeletal soils 0042
Thermic coarse to fine loamy soils 0.049
Thermic skeletal to coarse loamy soils 0.057
Thermic coarse to fine loamy soils 0.057

The K factors presented in Table 9.3 were added in the atiribute of soil theme's mble
of Soil Map by opening ERDAS. The output K factor map is presented in Fig. 9.7,

9.10.3 Computation of Topographic Factor, LS

These DEMs were further analyzed to remove pits and flat areas (o maintain
continuity of flow 1o the catchment outlets. Using Eq. (9.6), the slope length and
gradient factors are linked and, therefore caleulated together where flow accumulation
is & grid theme of flow accumulation expressed as number of grid cells. The output LS
factor map is presented in Fig. 9.8.
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Fig. %.7: K=-Factor Map
2.10.4 Compotation of Cover and Management Factor, C

The Chaukhutia catchment has beéen divided into 7 major coverage's namely
eroplond, pasture, and forest, road, settlement, rocky and fallow lands. Vegetation
cover and cropping svstems have a large influence on runoll and erosion rates. Sail
erosion can be limited with proper management of vegetation, plant residue and
tillage. The crop management factor can be determined with the use of land cover
datn. A lower C-value represents o cover type that is more effective st defending
apainst soil erosion. The factor C for different tvpe of land cover is taken from Haan
et al., (1994) and is presented in Table 9.4, C-factor is added as a eld values of given
clusses of Land use Map by ERDAS 8.5.Version. The map of C factor is presented in
Fig. 2.9,
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Fig. ».8: LS-Factor Map
Table 9.4: C factor and P factor related to Land use /! Land cover

Land wse /! Land cover C factor P factor
Agriculture 0.34 0.9
Fallow 0.13 l
Lindisturhed Fosest 0,003 |
Pasture 0,20 |
River B .13 |
Road 1 oB 1
Seilement .13 1

2.10.3 Computation of Support Practice Factor, P

The Chaukhutia catchment has been divided into 7 major coverage’s namely
cropland, pasiure, and forest, road, settlement, rocky and fallow lands, The
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conservilthon practices factor kes inlo account the effects of supporl and practice
management measures which work 1o reduce the effects of soil erosion. A lower P-
value represents a more effective conservation practice. The P factor can be obtained
from tables or wsing the USLE program given information about land use and
management. The factor P for different type of land cover is taken from Haan et al.
[F94) and is presented in Tabke 9.4, P factor values are added in the attribute Geld of
land use Map by ERDAS 8.5. Version. The P factor map 1s presented in Fig. 9.10.

9.11 GENERATION OF THE EROSION POTENTIAL MAPS

I'he land use, seil, slope steepness and manapement parameters are the main
fmctors goveming soil erosion potential at particular location to the erosive power of
rainfall erosivity, The maps for values of USLE parameters, Viz, K. LS, C and P
were integrated by GIS Raster Calculator to form a composite map of watershed
system. The map of composite parameters KLSCP represents the soil erosion
potential of different grid cells as shown in Fig. 9.11, A high value of this term

indicates a higher potential of soil erosion in the cell and vice veérsa.
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Fig. 9.9: C-Factor 24 m Map
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9.12 ESTIMATION OF GROSS SOIL EROSION (GSE)

Assessment of gross soil erosion (GSE) of Chaukhutin catchment has been
calculated using Arc GIS Raster Calculator. The layers of topographic factor (LS). C
factor, Soil Erodibility Factor, K, and Support Practice factor P were overlaid. Then
evaluated values of LS, K, C and P maps were muliiplied by values of R, rainfall
eroaivity factor R presented in Table 9.2 from years 1973 to 1990, respectively, to
estimate the total soil loss in tones per annum for whole catcchment. Multiplication of
R factor into KLSCP factor map resulted in maps of gross erosion for different yedrs.
Figs. 9.12 1o 9.21 present gross soil erosion for some of vears, Total computed values
ol GSE were obtained by summing value of pixels within the catchment 1© artive al
total gross erosion in the watershed. The value of total GSE for all years is given in
Table 9.5.
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Table 9.5: Comparison of Output Results

 Year R Observed | Computed | Computed | %
[(MI*mm)/(ha*hr)] | GSY (i) GSE(t) GSY(t)by | error
— by USLE TLA
1973 4451.11 435847 2780489 565679 =22 77
T - - - . ;
1975 404736 S5R067 2541314 787141 -29.10
1976 3617.62 . 7263358 70232 | 0
1977 4736.04 430557 2268175 621088 | -30.67
1978 3431.31 632971 2154161 66731 | -5.15
1979 1710.64 753047 1058097 533680 | 4110
1980 3313.94 782208 2144234 666902 | 17.29
1981 1716.98 212706 1058100 297788 | -28.57
1982 2211.67 649553 1368009 633600 | 2.52
1983 2878.17 547775 | 780280 586550 | -b.61
1984 1382.54 497457 855115 366944 | 35.57
1985 2071.04 . 1280820 367048 0
1986 4852.98 76048 1146861 97659 | -22.12
1987 3016.28 34822 1894073 58660 | -40.64
1988 4843.55 175883 3146870 246236 | 28.50
1989 3031.21 20067 3749799 27094 | -25.93
1990 5589.18 41397 1504234 54119 | -2351
*Data Not Available

9.13 COMPUTATION OF SPATIALLY DISTRIBUTED TRANSPORT
CAPACITY, TRANSPORT LIMITED ACCUMULATION AND

EROSION/DEPOSITION FOR CHAUKHUTIA WATERSHED

As reported earlier, all erosion produced in a grid cell does not find opportunity
to gel transported to the outlet. Therefore, to convert gross erosion infn spatial
distribution of sediment yield, annual transport capacity of each grid was computed
using Eq. (9.9). The parameter Kq¢ appearing in Eq, (9.9) was taken as umity a1 the
beginning and then calibrated using observed data for 5 years. The calibrated value of
Kyc equal to 0.005 gave close match between cbserved and computed sediment yield
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and &dopted for all other years, Figs, 9.22 & 9.23 shows transport capacity maps for

yesr 1973 and 1990 pespectively as illustration,
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Fig. 9.22: Transport Capacity Map(1973)  Fig. 9.23: Transport Capacity Map (1990)

Lising Eq. (9.8) the gross enosion from each grid was routed downsiream (o
generate map of acoumulated sediment yield limited by transport capacity. Such maps
give omount of sediment transporied ffom the system ot every grid. These mapd are
useful in Knowing value of sedimént flowing out of the catchmient at any location.
Transport limited sediment outflow maps were prepared for all 18 years. Figs. 2.34 &
9.25 depict transport limited sediment outflow or Gross sediment Yield (GSY) maps
for year 1973 & 1990, respectively, as an illustration.

The pixel value of the outlet grid of ransport limited sediment ootflow maps
computed above give sediment coming out of the watershed. These values are given
in Table 9.5, It can be inferred from Table ©.3, the mode]l over estimates sediment
vield for some years and underestimates for some vears. Overall the % error between
observed and computed value of sediment yigld mnge from - 40% (over estimation) 10
+ 41% (under estimation). Larger errors in a few vears are sseribed to uncerainties in
the data. Nevertheless the sccuracy obtained is considered satisfactory because even

the more elaborate process-based soil erosion models are found to produce results
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with still larger emors (ASCE, 1975; Foster, 1982, Hadley er al., 1985 Wu e al,
1993; Wicks and Bathurst, 1996),
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Fig. 9.24: Observed GSY= 436847 tons Fig. %.25: Obscrved GSY= 41397 tons
Computed GSY= 365679 tones Computed G3Y= 34119 tones

[fsing Eq. (9.11) map for deposition of sediment is obtained. Such maps are
heiptul in identitying areas vulnerable 1o silt deposition in the catchment. Figs. %.16 &
27 depict sediment deposition maps for year 1973 and 1990 as illustration. As can
be seen from these figures. deposition of sediment resulted at grids where transport
capacity was low, mostly by the sides of some of the stream reaches. Superimposition
of sediment deposition map over gross erosion map resulted in identification of areas
vilnerable to soil erosion and deposition, Such maps are extremely imporant in
planning conservation measures. Figs. 928 and 9.29 depict erosion/sediment

deposition maps for vear 1973 and 1990 a5 illustration.
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Fig. 9.26: Total deposition 1973 Map ig. 9.27: Total deposition 1954 Map
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Fig. 9.28: Erosion/deposition 1973 Map  Fig 9.29: Crosion/deposition1990 Map
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9.14 APPLICATION TO NAULA WATERSHED

The basic description of Naula watershed is given in Chapter 2. Following the
same procedure, digital elevation model (DEM) and drainage network maps for Naula
watershed were preparcd s shown in Figs. 930 & 931, respectively. For
identification of vulnerable areas, the above procedure was applied for generation of
Grost Soil Erosion (GSE), Transport Capacity (TC) and Transport Limited
Accumulation (TLA) maps. The gencrated maps for GSE, TC and TLA are shown in
Figs. 9.32 to 9.34, respectively.

Further, using Eq. (9.11) map for deposition of sediment is also obtained for
Naula watershed. Superimposition of scdiment deposition map over gross erosion
map rezulied in identification of areas vulnerable (o soil erosion and deposition. Such
maps are extremely imporiant n planning conservation measures. Figs. 935 depict
emsion/sediment deposition maps for year 1987 for Naula watershed as illustration.
As can be seen from this fgure, majority of the arcas in Naula watershed, which
mnclude sub-watershed Chaukhutia also, exhibits erosion rates under permissible limits
of 10 tha'yr. However few areas also exhibits maie of erosion more than permissible
limits shown in tones of red in Fig. 9.35 are termed vulnerable and may nced to be

treated with suitable soil conservation measures.
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Fig 9.30: Digital Elevation Model of Nauln Watershed

345



I

I N

TFIOOTE TSR T E T NE WITE

MAJOR RIVER NETWORK
s hbyiw Rbvers
§  Hnuks Ouiles
§ Cluukiuin Cura
# Leponae Lowatons 2 4 & 12 b

PO

Ealaie

F AT

PPN

PRSI

Fig. 9.31: Dralnage Network map of the Naula Watershed



Lagand
Gross Ercelon (1B8T) @ Chedchulis
Valus O Hmda

High 1 13075 (o0 3 s B e TN
i3 & % 12

Lowy . DOORZETESL
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9.15 GUIDELINE FOR SOFTWARE DEVELOPMENT FOR WATERSHED
PRIORATIZATION

Fig. 9.36 shows the Flow Charl for watershed prioritization based on
vulnersbility to soil crosion utilizing remotely sensed data and GIS coupled USLE
model. The Flow Chart is self explanstory and can be wtilized for developing
compuler software for watershed prioritization, for use by field engineers, watershed
managers and water rescarchers,

9.16 CONCLUSIONS

scientific management of soil and water is very important to arrest erosion and
enhancing the agriculiural production. Soil erosion is the major cause of the loss of
fertility, diminishing crop production and land degradation. The deterioration of soil
in study arca can be controlled effectively by adopling the walershed treatment
measures if spatial distribution of soil erosion is known. Erosion is a namral
geomorphic process occurring continually over the earth's surface. The processes of
crosion of seil from earth surface largely depend on topography, vegetation, soil and
climatic variables. These areas are found to have pronounced spatial variability in a
caichment due to spatial variation of climatic factors and caichment heterogeneity.
This is one of the reasons given for promoting the use of distnbuted information of
catchment resources using a (15, By using GIS ihe catchment is discretized inlo sub-
areas having approximately homogeneous characteristics and rainfall distribution. The
remoie sensing and GIS techniques have been used in this study for generation of
spatial information, catchment discretization, data processing and analysis.

Varous thematic layers representing different factors of USLE were gencrated
and overlaid to compute spatially distributed gross soil erosion maps for watershed
using recorded rminfall for 18 years. A coneepl of transport limited accumulation was
formulated and used in ArcGIS for genemting maps for transport capacity and using
transport capacity maps, gross soil erosion was routed to the catchment outlet using
hydrological drainage paths resulting in generation of transport capacity limited
sediment outflow maps. Such maps yield the amount of sediment flowing from a
particular grid in spatial domain. The pixel value of the outlet grid of transport limited
sediment outfiow maps thus computed give sediment coming out of the watershed.
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Comparison of observed and computed value of sediment yield revealed that the %
emror between observed and computed value of sediment yield range from -40% {over
estimation) to +41% (under estimation). Larger errors in a few years are ascribed to
uncertainties in the data. Nevertheless, the accuracy obiained is considersd
satisfactory, for the more elaboraie process-based soil erosion models also produce
resulls with still larger errors (ASCE, 1975; Foster, 1982; Hadley et al., 1985; Wu et
al, 1993; Wicks and Bathurst, 1996). The same procedure was applied to Naula
watershed and the maps for gross soil erosion, transport capacity and transport limited
accumulation were generated for 1987.

Further, using the above methodology, maps for deposition of sediment were
derived. Such maps are helpful in identifying arcas vulnerable to silt deposition in the
catichmeni. Analysis of maps reveals that deposition of sediment resulted at grids
where transpori capacity was low, mostly by the sides of some of the stream reaches,
Superimposition of sediment deposifion map over gross erosien map resolted in
identification of areas vulnerable to soil erosion and deposition. Such maps are
extremely useful in planning conservation measures. The method has a potential 1o
assess the impact of different land use covers and soil conservation messures on
resulting sedimeni ouiflow from the caichment Therefore, it can be a useful toal in
integrated environmental watershed management.
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CHAPTER 10

SUMMARY AND CONCLUSIONS

Identification of wulperable aress and proper understanding of the complex
phenomenon  of rainfall-runoff-sediment  yield within a drainage basin  facilitate
improvements in planning and management of soil conservation and waler resources and
systems. Such identification basically involves quantification of erosion and sediment
deposition and its spatial distribution within the watershed. Morcover, in spatially distributed
domain, these processes can be cifectively addressed with the help of remote sensing (RS)
and geographic information system (GIS) techniques.

Notably, only a limited number of studies have been reporied in literature applicable
to steep Himalayan catchments. These studies indicate that the rate of soil erosion from these
catchments is increasing at an alarming rate duc to heavy deforcstation, urbanization and
other developmental activities, and the lack of proper conservation measures. Therefore, a
systematic study for quantification of rainfall-generated runoff, soil erosion, sediment yield,
arcas vulnerable to soil erosion from such catchmenis was carried out in this project work
using different newly developed methodologies/procedures. Under the R&D objective, i.e.
Basic Research part. of the project, vanous hydrological approaches/techniques/models were
also tested/investigated for their applicability to Himalayan watersheds. This chapter first
summarizes the research outcomes, and finally the identification of vulnerable areas, which
forms to be the part of Applied Research. Mainly, the Ramganga, a Himalayan'hilly
watershed (area = 3134 km®), and sub-catchments namely Chaukhutia, Naula, and Gagas are
considered for various studies carried out under this project.

10.1 A REVISIT TO UNIT HYDROGRAFPH CONCEPT

The concept of unit hydrograph forms to be the key to the development of the field of
surface water hydrology despite the fact that it carries fundamental limitations in terms of its
guiding principles of linearity, uniformity, and superposition. Since most developing
counines face the problem of data scarcity, the synthetic unit hydrographs (SUH) have 1o be
of paramount importance in pragmatic applicstions. For example, these UHs are frequently
used for estimation of flood hydrographs from ungauged catchments. The applicability of UH
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pomeepl is lested in terms of their derivation from the catchment characteristics derived with
the help of GIS coupled with probability density function (pdf). In this study, the potential of
the density fmctions of Two-parameter Inverse Gamma distribution (2PIGD), Two-
parameter Weibull (2PWD) distribution, and Two-parameter Nash geomorphological model
(2PNGM) is explored for SUH derivation for Gagas watershed employing Geomorphological
Instantaneows Unit Hydrograph (GIUH) approach. The geomorphological parameters of the
catchments were extructed from cagily available and most updated SRTM data in [LWIS 1.3
GIS environment. Based on the goodnesss-of-fit (GOF) criteria in terms of STDER, RMSE
and NSE, 2PIGD was found to perform significantly better than 2PWD and 2PNGM models.
The average values of STDER were 6.21, 12.79, and 10.88, respectively, for 2PIGD, 2PWD
and 2PNGM models. The average RMSE values were 3.14, 7.13, and 5.96, respectively, for
2PIGD, 2PWD and 2PNGM models. Similarly, NSE values were 92 3%, 68%, and 76.9%,
respectively, for 2PIGD, 2PWD and 2PNGM models, an indicator of generally satisfactory
application of UH concept. Using the same GIUH concept, the best performing 2PIGD model
was also applied to the data of Ramgampa caichment for SUHs derivation for different
dynamic velocities, resulting into simple regression models for peak discharge (g;) and time
to peak discharge (t,) nseful for direct field applications.

10.2 A REVISIT TO SCS-CN MODEL

Information regarding flow rates at any point of interest along a stream is necessary in
the analysis and design of many types of water resources projects. Although many streams
have been gauged to provide continuous records of stream flow, planners and engineers are
sometimes faced with little or no available steam fow information and must rely on
synthesis and simulation as tools to generate artificial flow sequences for use in rationalizing
decisions regarding structure size, the effect of land use, flood control measures, water
supplies, and the effect of natwral or induced watershed or climatic change. The Soil
Conservation Service-Curve NMumber (SCS-CN) methodology forms to be an important
founding stone of surface water hydrology, primarily used to estimate the losses to derive the
direct surface runoff from the total amount of rainfall, for use in UH application to convert
runoff volumes to nunofT mtes. Iis fields of application, other than rainfall-runoff generation,
have varied a lot since its incoption.

The long-term hydrologic simulation plays an important role in water resources
planning and watershed management, specifically for amalysis of water availability,
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computation of daily, fortnightly, and monthly flows for reservoir operation and drought
analysis. In this study, the applicability of SCS-CN concept has been tested in terms of its
ulility in long term hydrelogic simulation and, in tum, a long-term rainfall-runoff mode] was
proposed and tested on the data of Ramganga catchment using split sampling. The proposed
model has four parameters, CN, CNa, K and K, The first two parameters are the corve
number for surface flow and drainage flow, respectively; K is the catchmeni storage
cocfficient (day); and K, is the ground water storage coefficient (day).

To check the versatility of the proposed model, the model was Farther applied o
different watersheds located in different hydro-meteorological regions. These are the
calchmenis of Hemavati, Manot, Hridaynagar, Mohegaon, Kalu and Ghodahado, The
following conclusions were derived from this study:

e The model generally performed well in both calibration and validation on the data of
Ramganga catchment. The resulting efficiencies for all the years varied in the range of
81.82 to 73.62%, showing a satisfactory fit and, in tum, satisfactory model performance.

o The comparison of model efficiencies resulting from model application to other
catchments reveals that Hemavati yields maximum efficiency of 83.27% in calibration,
and 84.82% in validation. The other catchments like Manot, Kalu and Ghodahado exhibit
60,75, 63.895 and 59.15% efficiencies, respectively, in calibration, and 54.06, 82.014 and
32.31% in validation. The efficiencies of all catchments, except Hemavati and Ramganga,
are higher in calibration than in validation, but reverse holds for the others.

s [t is seen that the catchment of Hemavat and Kalu can be classified as high rnunoff
producing catchments with nunoff coefficient values of (LRI and 0.91, respectively.
Hridaynagar, Mohegaon catchments with low nnoff coefficients of 0.25 and 027,
respectively, behave as dry calchments,

* The model simulated the yearly runoll values with relative error in the mnge -29.66 to
18.20% for Ramganga catchment, For other catchments it falls within the range of -21.97
to £.10%. These values indicale good to satisfactory model performance. The negative (-)
values of relative error indicate that the model overestimates the runofT values.

» The satisfactory model performance on the high runoff producing watersheds is further
appreciable in view of the limited number of model parameters (only four) and its

simplicity.
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10.3 AFPLICATION OF TOPMODEL

The distributed, topographically based hydrological TOPMODEL model was applied
to simulate continuously the runoff hydrograph of Chaukhutia watershed of Ramgangs
catchment It is a varable contributing aree conceplual model in which topography controls
the soil water storage and ninoff generation. In this model, the total flow is calculated as the
sum of two terms: surface runoff and flow in the saturated zone. The TOPMODEL is
attractive because of its structural simplicity and consideration of only a few parameters,

Calibration and validation of the TOPMODEL was carried out on the data of
Chaukhutia watershed. Raster DEM input for the model is penerated through ArcGIS afler
digitization contour map from Survey of India toposheets. Available data was split inio two
groups: the first set (1975 — 78) was used for calibration of the model and the other set (1979
— B1) was used to validate model. The model efficiency was (.58 in calibration, and 0.649 in
validation, indicating satisfactory to less than satisfactory model performance, The
simulations however provided an insight inte the response of the catchment at different
periods of the season, TOPMODEL performed only reasonably well as & continuous
hydrograph simulator in the Chaukhutia watershed. The model simulated well the base flow,
but under-estimated most of the peaks. The use of parameter sefs yielding the highest
modelling efficiency of 0.57 yields results which are less than encouraging, This may be due
to topography of watershed arca which has & moderate to steep sloping surface covered with
deep forest whereas TOPMODEL is suitable for moderate topography only. In additon, the
deep forest contributes less to saturation-excess runoff, an important assumption for direct
runofT generation in TOPMODEL formulation.

10.4 APPLICATION OF SWAT MODEL

Among the myriad minfall-runofl models available in literatore, the Soil and Water
Assessment Tool (SWAT) has gained immense popularity in the recent past, because it is a
distributed watershed model developed by Agricultural Research Service of United States
Department of Agriculture to predict the impact of land management practices on water,
sediment and agricultural chemical ylelds in complex watersheds. Il is a comprehensive
model which requires a sipnificant amount of data and parameters for simulation of runolT
and loadings mainly from rural catchments. This study aimed at to test the applicability of
SWAT model to simulate runoff response from sub-Himalayen Chaukhutia watershed.
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For model run, Digital Elevation Model (DEM), land use map of the stody area using
satellite data, and digital soil map were prepared, and data base compatible with the latest
SWAT-2005 model prepared for runoff simulation. The model was calibrated and validated
with different datasets, and finally a sensitivity analysis of model parameters was carmied out.
The following conclusions were drawn from this study:

. The entire Chaukhutia watershed lies between the elevation 934845 m and 309929 m
indicating a mountainous walershed. Its total geogmphical area is of the order of
57229 ha. Notably, the SWAT model has been sugpested to be applicable to only
moderzately sloping watersheds.

- The Chackhutia watershed can be broadly categorized as a forest (evergreen)
watershed with 33871 ha (of the order of 59%). It is based on the channel initiation
threshold (CIT) value of 2500 hectare, [t is worth emphasizing that the SWAT model
has not been tested for its applicability to such watersheds in the past.

- In general, 133 hydrologic response units (HRU) and 17 sub-basing were considered to
be reasonably sufficient to describe the hydrologic response of the watershed.

. In daily flow simulation for the years 1975 to 1980, the values of percent bias (PBIAS)
ranged from -9.99 to 6.66 indicated that in some years the runofl was over-estimated
(negative PBIAS values) and in others il was under-estimaled (positive PBIAS
values), but not significantly as the Nash and Sutcliffe efficiency (NSE) ranged from
(L70 to 0.85 indicating a reasonsble to very good model fit. It follows that the SWAT
model is applicabie to even forested sub-Himalayan watersheds.

. The SWAT model porameter “Available water capacity of soil (SOL_AWC)" was
found to be the most sensitive parameter for accurate runoff simulation. [t implies that
this is the most crucial parameter to be assessed from field measurements.

10.5 APPLICATION OF ANN MODEL

The Artificial Neural Network (ANN) models have been applied to several diverse
hydrological problems and the results in each casc have been found very encouraging. ANNs
arg capable to handle nonlincanty of the complex systems to be modelled with flexible
mathematical structure along with the activation function. Hence in this study, a radial basis
function artificial peural network (RBFANN) was developed to model rainfall generated
runoff for Ramganga basin and its two sub-watersheds namely Chaukhutia and Naula.
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In this study, a computer program was developed using k-means clustering algorithm
for the RBF neural network to carry oot rainfall-runoff modelling of the Upper Ramganga
river basin. The program code was writlen in FORTRAN environment. The best input
combination was decided by cross-correlation matrix method and it consists of rainfall and
discharge values. In the present study, dynamic types of approach have been applied for
caleulation of spread value in radial basis function neural network. The performance of the
mode] is improved by proper selection of suifable learning rates and optimized number of
iterations lo train the network. The results, i.e. the computed outflows, are compared with the
observed flows. The following conclusions were drawn from this study:

» Hadial Basis Function can be a better solution for rainfall-runoff modelling as physically
based models with partial differential equations of mass and energy is difficult to employ
due to lack of data. The selection of learning rate as well a8 the number of iterations
required is very importani for optimal results. The proposed program has flexibility to
change the input and output variables and fix the radial basis nodes.

# The proposed model performed very well in calibration, cross-validation, and verification
for both Chaukhutia and Nauln watersheds. However, in case of Ramganga watershed the
model performed very well in calibration and cross-validation whereas it performed
satisfactorily duning verification.

» The developed RBFANN model in this study simulated the daily runoff quite closely in
all watersheds during all periods. The peak flows were however underestimated by the
maodel, and therefore, there exists a need to modify the proposed model for extreme flows.
It was however due to far exceeding numbers of low flow values than the number of peak
values, leading to biasing of optimization to low Mow values,

» The proposed model simulates the long-term daily runoff reasonably well in all the
considered watersheds, and therefore, its applicahbility can be generalized for all the sub-
watersheds of the Ramganga nver basin.

10.6 ESTIMATION OF SEDIMENT GRAPH
Sediment graphs are useful in quick estimation of peak rates of sediment vield that are
likely o be experienced at the outlet of the watershed due to 4 rain storm. In this study, a

simple approach incorporsting popular and widely used models, Viz., Nash-based
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Instantaneous Unit Sediment Graph (IUSG), SCS-CN method, and power law has been used
to develop a simple sediment yield moedel for computation of sediment graphs, The developed
model is mathematically sound and hydrologically improved in the sense that it eliminates
the inevitability of a regression-based approach that is used to derive the mobilized sediment
and considers rainfall intensity, soil type, land use, hydrologic condition, and antecedent
moisture, and thus, physically more plausible than the common and less socurate regression
type relations.

A simple relationship has been provided for estimation of number of linear reservoirs
(shape parameter, n.), instead of using graphical and less accurate procedures which are in
frequent use. Resulting higher model efficiency (varying from 90.52% 1o 95.41%) and lower
valoes of relative errors in total sediment outflow (from 2.49% to 10.04%) and peak sediment
flow rate (9.69% 10 16.42%) further strengthen the suitability of the model for computation of
sediment graph and total sediment cutflow. A conventional sensitivity analysis procedure
ghows that parameter [ is most sensitive followed by k, a, A, and n,. The proposed model has
ample scope for estimation of sediment graphs as well as otal sediment outflow from
ungauged natural watersheds.

10.7 IDENTIFICATION OF VULNERABLE AREAS

The process of erosion of soil from earth surface largely depends on topography,
vegetation, soil, and climatic variables. These factors exhibit pronounced spatial variability in
a catchment due to spatial variation of climatic factors and catchment heterogeneity, This is
one of the reasons given for promoting the use of distributed information of catchment
resources using a GIS. By using a GIS the catchment is discretized into sub-areas having
approximately homogeneous characteristics and rainfall distribution. The remote sensing and
GIS techniques have been used in this study for generation of spatial information, caschment
discretization, data processing and making computations, as follows:

o Various thematic layers representing different factor of USLE were generated and

overlaid to compute spatially distributed gross secil erosion maps for watershed using
recorded rainfall for 18 years.
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Concept of transport limited sccumulation (TLA) was formulsted and used in ArcGIS for
generating maps for transport capacity (TC). Employing transport capacity maps, gross
s0il erosion (GSE) was routed to the catchment outlet using hydrological drainage paths
resulting in generation of transport capacity limited (TCL) sediment outflow maps. Such
maps give amount of sediment flowing from a particular grid in spatial domain.
Comparison of observed and compuied value of sediment vield revealed that the % error
between observed and computed wvalue of sediment yield range from -40% (over-
estimation) to +41% (under-estimation). Larger errors in a few years are ascribed to
uncertainties in the data.

Maps for deposition of sediment were obtained. Such maps are helpful in identifying
areas vulnerble 1o silt deposition in the calchment. Analysis of maps reveals that
deposition of sediment resulted at grids where transport capacity was low, mostly by the
sides of some of the stream reaches.

Superimposition of sedimen! deposition map over gross erosion map resulted in
identification of areas vulnerable to soil erosion and deposition. Such maps are extremely
important in planning conservation measures.

The proposed methodology has the potential to assess impact of different land use
scenarios and soil conservation measures on resulting sediment outflow scenario from the
calchment, Henee, it is a useful tool for integrated environmental watershed managemeni
(IEWM) system.
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Appendix-I

SHORT-TERM TRAINING
On
IDENTIFICATION OF VULNERABLE AREAS IN
HIMALAYAN WATERSHEDS
(November 22-23, 2010)

L1 INTRODUCTION

Chur country experiences smil erosion of the order of 5334 million tones (1653
tones / ha) every year due to apriculture and other sssociated human activities, Of this,
about 2052 million tones (626 tones / ha) are carried by rivers, nearly 1572 million tones
taken into the sea, and 480 million tones deposited in various multipurpose rescrvoirs,
resulting in the loss of 1 1o 2 % of the siorage capacity. Thus, it adversely affects the
availability of water for power pencration, irrigation, domestic & industrial use. Since the
process of soil erosion from the earth surface largely depends on topography, vegetation,
soil, and climatic variables, it is & serious problem in lower Himalayas and foothill
ecosystems. To circumvent, watershed management programs are taken up ond thess
require an inventory of the quantitative soil loss erosion and the priority classification of
walershed. Sediment yield from a caichment is the main criteria for assessing the
vulnerability of & watershed to soil erosion. Since the measurement of sediment yield in a
watershed at & fine grid scale is a cumbersome task, the peographic information systems
(GIS) and remote sensing techniques are widely used for the assessment of sediment
yicld through rainfall-runoff-sediment yield models. In this study, Universal Soil Loss
Equation (LISLE) coupled with GIS is employed for soil loss estimation and, in tum, for
identificetion of wulnerable arcas in the Chaukhutia sub-watershed of Ramganga
catchment.

410



L2  ORGANIZATION OF WORKSHOP

A two days workshop on “Tdentification of vulnerable areas in Himalayan
watersheds” has been conducted by the Department of Water Resources Development
and Management, during November 22-23, 2010 at Engineers’ Academy, Kalagari.

L21 Course Curriculum and Mode of Training

The course curriculum was decided in consultation with the sponsor and is given
in ix-1A. It was covered in the form of class-room lectures, practical sessions,
laboratory works, field visits, and panel discussion, as shown in the Time Table
(Appendix-1A).

1.2.2 Resource Persons
The following persons were involved in the completion of the project.

Dr. Surendra Kumar Mishra Principal Investigator
Associate Professor

Dept. of Water Resources Development and Management

T Roorkee, Roorkee-247667 (T7K)

Dr. Manoj Kumar Jain Co-Principal Imvestigator
Assistant Professor

Dept. of Hydrology
IT Reorkee, Roorkec-247667 (UK)

L1213 Course Participants

Twenty seven participants from the level of Superintending Engineer, Execulive
Engineers, Assistani Engincers and Junior Engineers from Uttarakhand Irrigation
Department and two participants from Forest Research Institute have participated in the
course. A list of the participants is enclosed as in Appendix-[B. Photographs show the
class room training of the participants.
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L24 Doarding & Lodging of Participants

The participanis were accommodated in the Guest House of Uttarakhand
Irrigation Departmmt al Kalagarh, which provides eaccllent boarding and lodging
facilities.

[.25 Course Evaluation
The participants were asked to rate and comment on different aspects of training

such as subjcet coverage, study tour, course organization, boarding & lodging facility ete.
Most of these aspects were mted as either excellent or very pood, as seen in Appendix-
IC.

126 Course Material

A brief description of the project work including results of the study has been
prepared in the form of a pamphlet and it was supplied to the participants of the
workshop. The details of the pamphlet are given in Appendiz-11.
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Appendiz-1A

Training W
R&D Project on
Identification of Vulnerable Areas in Himalayan Watersheds
(November 22-23, 2010)
Sponsor: INCOH, MoWR, New Delhi  Venuve: Engineers' Academy, Kalagarh,
Pauri Garhwal
TIME TABLE
Date 0930-1100 | 1100- | 1115- | 1245- | 1415-1545 | 1545- | 1600-1730
1S | 1245 | 1413 1600
22112010 | Registration L-1 L-2 L-3
: & (SKM) (MEJ) (SKM)
nauguration
23.11.2010 L4 J::E s | Lanch e IT“I Panel
(SKM) oiky) | BT | Guesion Discussion
(SKM/MEJT) &
Valedictory
L. No. Topic
L.l Project Objectives & Rainfall ~Runoff Modelling
L-2 G1S and Remote Sensing & Sediment Yield Assessment
L-3 SCS-CN Methodology
L-4 Assessment of Runoff and Sediment Yield using SCS-CN Concept
L-§ | Application of SWAT Model- Ramganga Case Study

SKM: Dr. SK Mishra, PI: 9411100753; MKJ: Dr. MLK. Jain, Co-Pl: 9410371758
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Appendix-IRH

LIST OF PARTICIPANTS

= Mame & Address n{'I—"Erli:Imll 5 Mume & Address of Participant

M. M,

| | Dev Karen, A.E.Civil IT | Rishi Pal Sigh, J.E.
Enginesrs" Academy, Kalagarh, Camp Manggement DEvision-Ealagarh
Prurl Ciarnaal Bijmor

2 5K .Garg, 8.E 12 | Mlanchar Dan Joshi, ) E
Ramganga Dain Clrcle, Kalagarh, Camp Mansgement Division-Kalagark
Pauri Charbrwal Bijnor

3 | Yogendra Kumar, Exceutive Engincer 13 | D SES Rawad Scientist <F
Central H.m'mni.viinn, K:J.Iglr'h, Eliuﬂu I:.'I:.u.n.p&. Forust ].u.ﬁ.l|ﬂ'l.:|l|l- D,
Pauti Oartiwal . FRL Delwmcum

4 | Ashok Kumar Miglira, |LE. 14 | Torun Johd, Deputy Consereator of Foresis
Enginesrs" Academy, Kalagarh, Climate Changs & Forest Infulenses Div,
Pauri Garbwal FRI, Dehradun

5 | Gagan Desp Singh, | E 15 | Ramesh Chand, J.E.
Engineers’ Academny, Kalsgarh, Engineers’ Academy, Kalagirh,
Pauri Garhvwal Pauri Garhwal

6 | Phool Singh AE 16 | Rajendra Prasad, AE
Ramgnngn Dam Circle, Kalngarh, Engineers’ Acodemy, Kalogarh,

|| Psuri Garhwal Pauri Garhwal =

7 | Suresh Choandr Sharma, 17 | Sotya Prukash Naroriya, ALE
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Appendix-1C

COURSE EVALUATION BY PARTICIPANTS (% NO. OF PARTICIPANTS)

5l Mo, Head Haing
Excollent | Very Uood Farr
. good
i Subjed covernge
{a) Course comtent 1111 iE §O i [
() Lectures 21| T8 0 ]
{¢) Teaching maothod £5.56 44,44 0 0
1) Fackieigs pinw i1 | $856| 3333 g
7 Boarding & lodging
o 78| nxn 0 0
{b) Fooding 5556 | 4444 i 0
{c) General 5556 | 1y 0
3 Educational four 5
[ () Iuformationyies 6657 | 3133 0.00 0
(b} Recreationwise 33.33 2222 3333 11.11
i e
0. Tosthution 5589 111 0 0
i A | nxn 0 0
(c) Helpfulness | nn 0 0
! Programme anslysis
{a) Utility 1| ssse] 1 0
(b) Learsing opportunity 44,44 5558 i 0
(<) _Practical value _ nn| 667 1011 0
(d) Understanding 11.11 71.78 111 a
(e} Confidence development nw| 7178 0 ]
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INTRODUCTION
Cur coundry experiences soil erosion of the order of 5334 million woes (1653 tones / ba) every year ducio

I,!]'i'ﬂ'l.ﬂhl.h‘..l.l'ﬂ other associated human sctivitios. {thi;., shout 2057 million tones fﬁ!ﬁ&mf I1.l} G
carried by rivers, nearly 1572 million tenes taken into the sea, and 480 million tones deposited in various
mublipurpose reservoirs, resulting in the loss of | to 2 % of the storape capecity, Thus, it sdversely offects
the mmilatafity of water for power generstion, irvigation, domestic & indusicial use. Since the process of
soil erosion from the earth surface largely depends on tepography, vegetation, soil, and climatic variables,
it is & serious problem i lowsr Himalmms and foothill ecosystems. To circurmvend, waitershed mamnagement
programs are taken up and these require an mventory of the quantitstive soil loss erosion and the priority
classification of walershed. Sediment yield from & catchment is the main criteria for ossessing the
vitlnerability of & wetershed fo soil erosion, Since the measurement of sediment vield in 2 watershed st 8
fine grid scale is a8 cumbersome i1ssk, the geographic information systems (GIS) and remote sensing
techniques wre widely wsed for the assessmend of sadiment yield through rainfall-rnofT-sediment yield
models. Tn this study, Universal Soil Loss Equstion (USLE) coupled with GIS is employed for soil loss
estimntion &nd, in tum, for identification ol valnerable ares in the Chaukhutza sub-witershad of Ramgangs
catchment,

METHODOLOGY
The methodology includes determination of sodl erosion by USLE and then its transportation fo the outle
using tranaport limited capscity. Use of USLE equsiicn (E = RELSCP, where E = compuied soil loss per
wnil ares in tonaha! yr), B = minfall erosivity factor in Ml-mmbha-kr, K= soil erodibility fsclor in lones-ha-
hivba-MI mam, L= dope length fuctor, 5~ sope steepness foctor, O= cover and management factor, P=
spport pruetice fectior) produces the estimates of gross soil erosion in each of the discretized grids of the
catchmest (Fig. 1). The eroded sediment from each grid (Fig. 1) follows. & defined drainage paif {as in Fig.
2 for & particular cell) to the catchment outles. The rate of sediment tmnsport from each of the discretized
cell depends on the sediment transport capacity (Te) of the flowing waler, The sediment outflow from an
area is equal b0 suil erosion in the ool plus contribution from upstream cells iF brensport capacity exceeds
the sum. However, if T; is bess than this smount, the sediment excess of transpord capadity gets deposited
and secdiment load equeal o T is discharged to ned dosmstream cell, &5 shown schematically in Fig3, For
the most part, the approach encompasses two computational steps: determination of mean anmusl sediment
mmﬂmrmdwmlmndmhlm

Mean snnoal sediment irmnsport capacity (Te): The rte of sediment iransport is governed by T (=

Kpe B K A™ S where Te i transport capocity (kg/m/yr), Kqp is the transport capacity coefficient
depends on land use and reflects vegetation componend within the ransport capacity, A is the upslope
camtributing area por umit of contour length, and 5 i the slope gradient).

*  Tramsport Limited Accemalation (TLA) The ssdiment is routed along the ranaff pattern towards
the river ms shown in Figs. | & 2, taking imio scoount the local Te of each pixel, If the local Ti is
smaller than the sediment Mk, sediment deposition is modeled. This approach assumes that sadiment
transpon s nol mecessarily restrdcted 10 @ transpon limited sysiem. IF Te & higher thoe the sediment
M, zedimem tanspon supply will be limied. Thus, by introducing Koe, the overlend sediment
transpod is simulsied mors realistically, The predicted sediment delivery is interpreted as the sediment
delivery for the complete length of the river in the catchment.

General procedure of the proposed methadolagy can be deseribed as folfows:

i, Calculste rinfull erosivily factor B using meteorological data.

il. Oenernte Digitsl Elevation Model (DEM), slope, fow accumulation, fow dinsction, and drainage
network meps for the study area.

i, Generaie topographic factor LS Map

iv.  Generatc bnd use map of the shedy area using digital analysis of satellite data.

v.  Censmie soil map and Hs chamoleristio deiabase from sotellite deta in GIS enviroament m=ing
ERDAS.

wi, Ceneraie soll ercdibility factor K, iopographic fesctor L5, cover management fector C, and suppiort
praciice factor P maps

¥il  Generate sediment transport capacity msp.
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Genernbe maps for transport limited soil sccumulnticn by mouting sediment omflow from each

diseretized coll using GIS,
ix.  Finally, genemte soil erosion'deposition maps for identiffcation of vidlnerable arcas,

i,

Fig, 1; Schematic showing discretized Fig. 2: Schemalic showing a llow path
grid cells in & catchment

PN FRCIRA U SRS CELLS

DETACHEMENT 0N OFLL I

+ 1
TOVAL DETACHID S0 I.— o —o

FikaT, IF By >Ts
)
& CARRIED 'R
SLOFE

|
i

Fig. 5: Concepts of mathematical modelling of the process of soil erosion by flow of water

STUDY WATERSHED

The Cheukhutis watershed is the uppermost part of Ramgangs catchment. Ramgangs catchmend is located
in the foothills of Himalayes in the Uttarskhond stsie of India. The river Ramganga originates st Diwall
Ehel of Claancli disimct. i is = magor I‘.rﬂ:l.ll.!.r:l ol river Cianga and omerges oul of the hills a1 Kalagarh
(District. Almom). The outkst of Chaukhulls watersbed is located in Choukhutin block headguarter under
Ranikhet sub-division of Almora district. 1) is forest dominated, and geographically, it is bousded betwoes
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latitudes of 29" 46" 35" N 1o 30° 06" 117 N and longitudes of 78" 11° 23" E 1o 79" 31° 21" E. The drainage
orea above the gaiging statbon ol Chaukhistia, which is more or less recianpular shaped, covers an area of
452.25 km”. The elevation of the watershed varies from 929 m to 3114 m above mean sea level. The
climate-of ihis walershed varies from sb-tropical in the lower region o sub-lemperate and temperate in
upper region with & mean annual tempersure of 24.5°0 and & mean minimum temperature of 17.3°C. The
significant ponion of toll precipitation i the form of raindall in the watershed occurs mainly during the
four months of the monsbon, Le. from June t Seplember with & mean snnusl 1ofal precipitation of 13578
min. In the wslershed, the muin seil type 5 clayey loam flling under Ayvdrologic soil groups B & C and the
anduse is forest dominsted. Figs, 4 & 5 shew the DEM and droinnge network maps of the Chaekhutia

watershed,
\
Legend
— CRARAGE R
I v i i : e h
T i st - i 4
| Hek S liEE i i W
-pl.'l kP -I.I'I:l-ﬂi._l\.
8 e
EIREIED O E. 7O
o e
b v e
Fig. 4: DEM of Choukhutin watershed Fig, §: Drainage network of Chaukhutin watershed
LAND USE AND SOIL MAPS

Satelfite daza of IRS LISS 111 sensor were geo-referenced and then, lindese/tand cover map were prepared
using FROAS imaging and ArclGlS 9.1 software emploving unsupervised  classificaton, In ihis
classafication, dutn are clustered for given inpul numbers. These clusters are then reclassified o desined
number of classes using merging operation, The Chaukhutia sub-catchment has been classified mia seven
meajor fand use / lond cover closses after merging different chesters as shown in Fig, 6. The soil map of the
stucly wrea was digitieed (Figure T) using GIS Software 9.0 vemsion from the scammed copy of the =il map
avisilabde from MNationasl Bureaw of Soil Survey and Lond Use Planning (NBSSLUP), Gost. of Indiz. The
digitized polygon map was then materized at 24 m grid cells using GIS Are Toolbox,

Estimution of soil erosion

Mups depicting gross amount of soil ercsion from different discretized cells of the Chaskhutia catchment
were compated by multiplication of the eroston poteatial map produced by integration of KLSCP maps
with cormesponding anmual values of rainfall erosivity fcior R. Fig, & depicis the grose soil erosion for the
vear 1978 & ilustragion, Such maps indicete the gross amount of soil erosion from cach cell ina year.

Computwtion of Transport Limited Sediment Accumulation and Dutflow

The gross erosion from each grid was rowted downstream 1o genersle mep of the sccumulsied sediment
vield limited by wracsport capacity and depicted in Fig 9. Such meps provide the smount of sediment
transported from the system at every grid and are weeful for defermination of sediment fowing out of the
caichment af any location, The pixel value of the sediment outflow mop denofes the amount of sediment
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leaving the current cell To the next downstream cell The piel valoe of the cell at the catchment oule:
denotes the sediment coming out of thee watershed.

LAHDUSE
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Fig.7: %oil map of Choukhutia watershed
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Fig. 8: Gross soil eroston map for the year 1074

Tranaporl Lmiled Soourmialalos
(19758}

Srmwmen Daflow Awearallypaiil

lﬁw

Fhg. 9 Trimisporl limded sediment oot flow for-year 1975

Vulnerable Aress

et erasion mzps For different vears wene caloulsted by subiracting the deposition rstes for cach grid eell
froan the gross crosson rates Tor each grid cell. Negative values on the net erosion map &re te kreas where
sediment deposition ocours (e true sediment deposition), whereas positive valoes cormespond to grid cells
with net sediment eroston. High valuwes of erosion/deposition in Fig, 10 represents the sres valnerable w
sediment erosion/deposition, respectively. As seen, déposition of sediment resulied ol the grids where
tranapoit capacity was low, mosly by the sides of same of the siream resches in valleys and Patior Tl
wreis found in the cultivisted valley lands in the cutchment. Such maps are exremely important in planing
comservation meusures, for the aress producing more sediment receive priority for their implementation,
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sail Erosion [-) /
Sediment Deposition (+)
(1975) .

Fip. 1i: Yilnerable nrens in Chankhutia wadershed regarding soil erosion/sediment deposition for year
1975,

“Save Land and Water, both are Precious™
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Appendix-ITT

SCS-CN METHODOLOGY: AN UPDATED REVIEW

A number of hydrologie models are available for the estimation of direct runoff from
storm rainfall. Most models are however limited because of their intensive input data and
calibration requirements. The Soil Conservation Service-Curve Number (SCS-CN) technigue
has been applied successfully throughout the entire spectrum of hydrology and water
resopurces, even though originally it was not intended to deal with and solve certain issues
such as erosion and sedimentation and environmental engineering. This chapter includes an
updated review of this popular technigue with its critical performance analysis under various
hydrological applications, The study highlights its provenance and its conceplual and
empincdl foundations followed by relative significance of the parameter CN and various
estimation methods and issues related to the 1, and S relationship. Finally, notable recent
advancements available in the literature are discussed for their structural strengths and
applicability in real world problems.

IML1 INTRODUCTION

Mathematical modelling of watershed responses is employed to address a wide spectrum of
environmental and water resources problems (Singh & Woolhiser 2002). Central to
nddressing these issues is minfall-ranoff modelling, which is particularly used in water
resources management, flood and drought mitigation and water resources assessment (Mishra
& Singh 2003a). The Soil Conservation Service-Curve Number (SCS-CN) rainfall-runoff
technique is a well-recognized method, widely used w estimate nunoff’ from total event
rainfall, and thus water recharge, stream flow, infiltration and seil moisture content. [ts
popularity is rooted in convenience, simplicity, authoritative origin and responsiveness to
four readily grasped catchment properties viz., soil type, land use/treatment, surface condition
and antecedsnt moisture condition. The method is simple to use and requires basic descriptive
inputs that are converied to numeric values for estimation of watershed direct runoff volume
(Bonta 1997). A curve number (CN) that is descriptive of manoff potential of watershed is
required in this method, which is widely preferred by hydrologists, engineers and watershed
managers a5 an independent simple watershed model, as well as the runofl estimating
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component in many complex walershed models such as AGNPS (Young ef af, 1989), and
SWAT (Neitsch er al. 2002). Accordingly it has witnessed myriad applications all over the
world. Becsuse of its simplicity, it has been applied throughout the entire spectrum of
hydrolegy wnd water resources, even for problems the SCS-CN was not ongmally intended 1o
solve. According to Garen & Moaore (2005) .. the reason for the wide application of curve
number method includes its simplicity, ease of use, widespread acceptance, and the
significant infrastructure and institutional momentum for this procedure within NRCS. To the
date, there has been no allernative thal possesses so many advantages, which is why it has
been and continues to be commonly used, whether or not it is, in a strict scientific sense,
appropriate...’. The method, though appesling to many practising hydrologists by s
overwhelming simplicity, contains some unknowns and inconsistencics (Chen 1982). Due to
its origin and evolution a5 agency methodology, it is effectively isolated from the rigors of
peer review, other than the information contained in NEH-4, which was not infended to be
exhaustive. No complete account of the method's foundation is available to date, despite
some noteworthy attempts made by Rallison (1980), Chen (1982), Miller & Cronshey (1989),
Ponce & Hawkins (1996), Yu (1998), Mishra & Singh (1999), Mishra & Singh (2002a,b),
Mishra & Singh (2003ab), Mishra & Singh (2004a.b), Michel e al. (2005) and Mishra &
Singh (20d6). Realizing these vital facts and expressions of the researchers, the authors
considered it an apt effort to attempt a state-of-art review of such a popular hydrological
technigue.

Looking into more than five decades of its provenance and application in various
fields {even for those it was not originally intended to solve) it is a pressing need af the
moment to examine the mathematical and physical significance of the method and ils various
parameters. The ultimate aim remains to highlight its strengths and weaknesses together with
a thorough review of ils application in vanous fields followed by suggesting certain future
courses of action of research in curve number method so that the method can still enjoy an
esteemed place among the hydrologists and practising engineers community.

The major objectives of this review paper are as follows:

¢ To explore the provenance and original intentions of the SCS-CN method;

 To diagnose conceptual and empirical base and highlight the streagths and
wesknesses:

* To diagnose relative significance of the parameter CN and its estimation methods;
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* To explore notable recent applicabions in the realms of hydrology and water
TESOUTCES;

» Toasummerize a review for & future course of action of reseanch.

II.1.1 Provenance and original intentions

The origin of the SCS-CN technique can be traced back to the establishment of the Soil
Conservation Service (SCS) (previously the Soil Erosion Service (SES)) to obtain hydrologic
data and to establish a simpler procedure for estimating runoff rates changed with setting up
demonsiration conservation projects and overseeing the design and construction of soil and
water conservation measures for retarding water flow to prevent erosion — o classic
hydrological problem of the time In 1954, the United States Department of Agriculture
(USDA) (presently known as the Natoral Resources Conservation Service (NRCS))
developed & unique procedure known as the SCS-CN method for estimating direct runoff
from storm rainfall. It is well documented and found a place in the National Engineenng
Handbook Section 4: Hydrology (SCS 1985). The ultimate method is the result of more than
20 years of studies of rainfall-runoff relationships carried out during the fate 1930s and early
1940s for certain small, rural watersheds supplemented by the works of several investigators
including Mockus (1949), Shemman (1949), Andrews (1954) and Ogrosky (15956). In these
efforts, thousands of infiltrometer tests on field plots were conducted 1o develop & mtional
method for estimating ronofl under vanous cover conditions.

Following a historical attempt by Sherman (1949) to plat direct runoff versus storm
rainfall, Mockus (1949) came up with a finding that the estimation of direct runoff for
ungauged watersheds depends on soils, land use, antecedent rainfall, duration of storm,
associated rainfall amounl, average annual temperature and dale of storm. Mockus (1949)
also communed these factors into an empirical index value b and proposed the following
relationship between storm rainfall depth P and direct runoff ) (Mishra & Singh 1999):

Q=Pa-10"") (1ILT}

Mockus (1549) farther realized that Eq. (I1.1) gave better results for shorter dumtion storms
in comparison to longer ones; and also the end results were found to be better on watersheds

having mixed-cover rather than single-cover watersheds. Andrews (1954) independently
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grouped the infiltrometer data eollected from Texas, Oklahoma, Arkansas and Louisiana,
where he developed a graphical rainfall-runoff procedure taking into account the soil texture,
type and amount of cover and conservation practices, combined into what is referred o as
soil-cover complex or soil-vegetation-land use (SVL) complex (Miller & Cronshey 1989).
According to Rallison & Miller (1982} the empirical P-Q) rainfall-runoff relationship from
Mockus and the SVL. complex concept from Andrews were the true building blocks of the
existing SCS-CN method documented in NEH-4 (SCS 1985).

IL1.2 Theoretical, conceptual and empirical archilecture

The SCS-CN method is based on the water balance equation along with two fundamental
hypotheses. The firsi hypothesis equates the ratio of actual amount of direct surfsce runoff
()} to the total rainfall (P) (or maximum potential surface runoff) to the ratio of actual
mfiltration (F) to the amount of the potential maximum retention (8). The second hypothesis
relates the initial abstraction (1) to S, also described as potential post initial ahstraction

retention (MeCuen2002).
{a) Water balance equation
P=L+F+Q (111.2)
(b) Proportional equality (first hypothesis)
F
% -2 (111.3)
(¢) 1,-S relationship (second hypothesis)
L=A8 (11L.4)

The values of P, ) and S are in-depth dimensions, while the imitial abstraction
coefficient (1) is dimensionless, In a typical case, & certain amount of rainfall is initially
abstracted as interception, infiliration and surface storage before mmoff begins. A sum of
these three al initiation of surface runofT is usually termed “initial abstraction’.

The first hypothesis (Eg. (I11.3)) is primarily a proportionality concept (Figure TI11)
and incorporates three major envelopes of interpretation (Mishra & Singh 2003a): (i) it
reconciles the popular concept of partial area contributing with the curve number (Hawkins
1979); (ii) it undermines the source area concept (Steenhuis er al. 1995), allowing runoff
generation only from saturated or wetted fractions of the watersheds; and (iii) it ignores the
statistical theory (Moore & Clarke 1981; Moore 1983; Moore 1985), based on the runoff
production from only the saturated (independent or Interacting) storage element.
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The second hypothesis (Eq. (111.4)) is a linear relationship between initial abstraction
Iy and potential maximum retention 8. Coupling Eqs, (111.2) and (1113}, the expression for Q

can be written ag:

Q= {P-L)Y (I11.5)

P-L+8
Equation (II1.5) is the general form of the popular SCS-CN method and is valid for
Pz 1; =0 otherwise. For A = 1.2, the coupling of Egs. (111.4) and (IIL5) results in:

_(P-0.28)
9= P+0.85 (IiL.6)

\
. —

Figure ITL1: Proportionality concept of the existing SCS-CN method (afier Mishra and
Singh, 2003&)

Pl

Equation (111.6) is well recognized as a popular form of the existing SCS-CN method.
Thus, the existing SCS-CN method with A =0.2 is a onc-parameter mode! for computing
surface runoff from daily storm rainfall, having versatile importance, utility and wvasi
untapped potential. The parameter S of the SCS-CN method depends on soil type, land use,
hydrologic condition and antecedent moisture condition (AMC). Similarly, the initial
abstraction coefficient L is frequently recognized as a regional paramcter depending on
geologic and climatic factors (Ramasasiry & Seth 1985; Boszany 1989).

The existing SCS-CN method assumes A to be equal to 0.2 for practical applications,
which has frequently been questioned for its validity and applicability (Hawkins er al. 2001),
invoking many rescarchers to camry out a critical examinstion of the Iy-5 relationship for
prapmatic applications. A detailed diagnosis on the studies carried out by various researchers
on the [,-S relationship has been given in the forthcoming section. This altogether establishes
the spatial variability and sensitivity of J to the technique.
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Since the parameter 5 can vary in the range of 0 <S5 =m, it is mapped onato a
dimensionless curve number CN, varving in a more appealing range 0 < CN < 100, as:
1000
Sm—=]{ 1.7
= (LIL.7)

where § i3 in inches. The difference between S and CM is that the former i3 a dimensional
quantity (L) whereas the latter is non-dimensional. The highest possible numerical value of
CN (i.e. 100) symbalizes a condition of zero potential maximum redention (S = 0}, which ina
real physical situation represents an impermeable watershed. On the contrary the lowest
possible mumerical value of CM indicates a situation of highest potential maximum retention
(8 =eo), reflecting a physical situation of an infinitely abstracting watershed (because of the
assumption that |, = L5, which remains an unlikely situation in real field conditions. Many
researchers attempted the practical design values validated by experience lying in a realistic
range (40, 98) (Van-Mullem 1989}, The CN has no intrinsic meaning; it is only a convenient
transformation of § to establish a 0100 scale (Hawkins 1978).

Here, il is interesting o quote Michel ef al. (2005); "...it is the empirical framework
within which the method was developed did pot incite hydmologists (o check its
consistency...". However, recently, the method has undergone various stages of peer review
and has been diagnosed to achieve enhanced performance without disfiguring its simplicily.
In this direction some notable works have been carried out by Chen (1982), Rallison & Miller
(1982), Ponce & Hawkins (1996), Yu (1958), Mishra & Singh (1999; 2002a,b; 2003a,b;
2004a,b), Mishra er al. (2003a,b) and Michel ef al. (2005). Mishra & Singh (2002a; 2003s,b)
revisited the empirical rainfall-runoff medels proposed by Mockus (1949) and Horton (1938)
and they derived the existing SCS-CN method using these models. In an advanced form,
Mishra & Singh (2002a; 2003b) derived the existing SCS-CN method using second-order
storage hypothesis, which leads its categorization as a conceptual model. Furthermore, the
proportionality concept (Eq. (I11.3)) of the SCS-CN method represents the C =35, concept
(Mishra & Singh 2003a; Mishra er al. 2006a,h) that is truly based on the volumetric concept
of soil physics and categorically emphasizes the conceptual basis of the SCS-CN technique.
Further, it is only under & conceptual modelling framework that we are able to discern why
the retention and runoff ratios ought to be equal now populardy transformed into the
Proportionality concept (Mishra & Singh 2003a; Mishra ef al. 2006ab). As a concluding
thought, following Ponce & Hawkins (1996) and Mishra & Singh (2003a) the authors are in a
position to succinctly conclude that the SCS-CN technigue is a conceptual model of
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hvdrologic abstraction of storm reinfall, supported by empirical data dedicated to estimate
direct runoff volume from storm rainfall depth based on o single numenc p.ummeler{:r-l

IML.13 [,-5 examination

The [,-S concept has also been o topic of research by many for pragmatic applications.
According to Plummer & Woodward (2002) I, was not a part of the SCS-CN model in its
inifial formulation but, as the developmental stages continued, it was included as a fixed ratio
of I to § (Eq. (1114)). The relationship was justified on the basis of measurements for
walersheds of fewer than 10 acres, despite o considerable scatter in the resulting IS plot
(SCS 1985). Becanse of this large variability, the I, = 0.25 relationship has heen the focus of
discussion and modification since its very inception For example, Aron ef al. (1977)
suggested A < 0.1 and Golding (1979) provided A values for urban watersheds depending on
CN as L=0075 for CN=70, L =0.1 for 70 <CN <80, and L =0.15 for 80 <CN =90.
Hijelmfelt {1991) pointed out that many storm and landscape factors interact to define the
mitial abstraction. Many other studies carred out in the United States and other countries
(SCS 1972, Springer &/ af. 1980; Cazier & Hawkinz 1984; Ramasastry & Seth 1985; Boszany
1989) report & o vary in the range of {0, 0.3). However, as the initial abstraction component
accounts for the shori-term losses such as interception, surface storage and infiltration before
runoff begins, L can take any non-negative value (Mishra & Singh 1999). Ponce & Hawkins
(1996) suggest that the fixing of the initial abstraction ratio at 0.2 may not be the most
appropriate number, and that it should be imerpreted as a regional parameter.

Mishra & Singh (2004b) developed a eriterion for validity of the SC5-CN method
with A variztion using the following relationships:

B Cla’
k= i fiw =0 (111.8a)

§< E-;ﬂ—}' (111.8b)

where [,* = |a/P vanes as 0 <Ia®* < |, and for la* > |, C=Q/P = 1.

Equation ([IL8b) was developed by coupling Eqgs. (Ul.5a) and (IIL.3) for 4= 0 and
In* + C < 1. Graphically, Eqs. (111.%a) and (11I.8b) are shown in Figure 1[1.2. It cen be inferred
from the figure that 4 can take any non-negative value (0, «); for a given value of [a*, A
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increases with C and reaches @ as (C + [a*) approaches 1; for a given value of C, A increascs
with la*; as [a* — 0, 4 — 0.

Thus the use of Eq. (I1L.4) with L =02 (the case for the existing SCS-CN method)
will yield Ia much larger than zero. For this reason, the existing SCS-CN method performs
pooriy on very low runoff-producing (or low C-value) lands, such as sandy soils and forest
lands. Figure 1.2 also shows that the existing SCS-CN method has widest applicability on
those watersheds exhibiting C values in the approximate range of (0.4-0.6) and the initial
abstraction amount of the order of 10% of the total rainfall. On the basis of Figure I11.2, they
defined the applicability bounds for the SCS-CN method as: L <0.3; Ia* <0.35 and C= 0.23.
A study by Hawkins er al. (2001) suggested that a value of & = 0.05 gives a better fit to data
and would be more appropriate for use in runoff calculations.
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Figure II1.2: Variation of initial abstraction coefficient A with runoff factor C and non-
dimensional initial abstraction [,* (Mishra and Singh, 2004),

According to Plummer & Woodward (2002) each relationship of I, to § requires a
unigue set of CNs; a change in the I,-S relation would require a change in the runofl equation.
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The [;-5 relationship proposed by Woodward ef gf. (2002) requires further refinement for
several reasons (Jain ef af. 2006a). Bonta (1997) showed that the number of methods
increaged if CN was determined from measured P-0) daza and L was allowed to vary from 0.2.
Thus, a proper A value in Eq. (111.4) is crucial for accurate runoff estimation, and it can vary
from 0 to oo (Mishra & Singh 199%; Mishra & Singh 2003a). Mishra & Singh (1999; 2003a)
sugpest A to be implicitly related to both § and P, and it is also described as a regional and
climatic parameter. Since P is an implicit function of climatic/meteorological characteristics,
a more general non-linear 1,-S relation including P was proposed by Jain ef al. (2006b)
expressed as:
p oy
S
where o is a constani. Since Eq. (IIL9) reduces to Eq. (I[1.4) for ). = 0.2 and a = 0, the former
is a generalized form of the lader. The model resulting from the coupling of Eq. (TIL.5) and
Eq. (1.9} and its varants for A =03 and o= 1.5 were found to perform much better than the
existing SCS-CN method (Eg. 1TLG) for & = 0.2,
In this direction, Mishma ef af. (2006b) developed a modified non-linear [-S
relationship, owing to the fact that 1, largely depends on initial soil moisture M, as:
1 r
2 ={E+—% (1IL10)
The generalized nature of the above eqguation can be scen as, for M = 0 or o
completely dry condition, I, =45, which is the same as Eg, (TI1.4). Thus, Eq. (T11.3) iz a
speciglized form of Eq. (1IL10). Readers should refer to the cited works for their detailed
implication. The model resulting from the coupling of Eq. (I11.5) and Eq. (TIT.10) and s
variants were found to perform much better than the existing SCS-CN method (Eq. 1IL6) for
A =0.2. More recently, Zhi-Hua Shi er al (2009) examined the 1,-5 relationship using six
vears of rainfall and nmoff event data from the Three Gorges area of China. The resulis
indicated that the /S values, using event rainfall-runoff data, varied from 0.010 to 0.154,
with a median of 0.048. The average Initial abstraction ratio of the watershed was equal to
0.053. The standard SCS-CN method underestimates large runoff events and yielded a slope
of the regression line of .559 and an intercepl of 0.301, The modified 1,/8 value was about
0.05, which better predicted runoff depths with a coefficient of determination (COD) of 0,804
and a linear regression slope of (0,834,

(LILS)
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Thus, it can be concluded from the above discussions of 15 examination that there is
stll ample scope for better refinements for betler results and struetural improvements in the
existing I;-S relationship and hence the improvements will produce &n enhanced performance
of the SCS-CN technique.

[TL1.4 Critieal serutiny of SCS-CN technique with major strengths and weaknesses

Though the technigue is versatile in its conceptual as well as application domain, the ultimate
success is ofien poverned by the precision with which the valves of CN and I, are assigned,
which indeed are most sensitive but typically assumed constant over space and time. Previous
researches have well established that even for the same location these values are highly
chanpeable during & year owing Io factors like changes in land use, crop cover, crop growth,
land treatment etc. One more critical analysis of this popular technique could be towards ils
dependency on the process of mfiltration. The SCS-CN infiltrstion rate only produces a
monotonic decreasing infiltrabion curve for constant rainfall intensity. Morel-Seytoux &
Verdin (1983) have verified and reported that infiltration rates implied in the SCS-CN
procedure fluctuate with rainfell intensity, which oflen disagrees with real field situations.
When the SCS method is expressed as an infiltration equation, the infiltration rate becomes
dependent on both total storm rainfall and minfall intensity. Contrarily, when the technique is
cxpressed as @ spatially vaned saturation overland flow model, the techmique implics that
some part of the catchment has infinite storage capacity, With this it is evident that there
exists the lack of physical reality in the formulation of the SCS method, which seems to be an
inherent limitation to any further development.

The method, though allunng to many practising hydrologists by its overwhelming
simplicity, contains some unknowns and inconsistencies (Chen 1982). Recently the method
has been critically reviewed and diagnosed by various researchers for its structural
inconsistencies (Michel er al. 2005) and uses and limitations (Ponce & Hawkins 1996; Garen
& Moore 2005). The major strengths and weaknesses of the SCS-CN technique can be
summarized as follows:

Mafor strengths
» ltis & simple, predictable, stable and lumped concepiual model.
» [trelies on only one parameter CN and is well suited for ungauged situations.
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[t is the single avalable technigue for wader applications in the majonty of computer-
based advanced hydrologic simulation models (Singh 1995).

Itz responsiveness to four readily prasped catchment properties: soil type, land
use'treatment, surface condition and antecedent moisture condition.

It requires only & few basic descriptive inputs that are convertible to numeric values
[or estimation of direct surface runoff.

The method does best in agricultural sites (for which it was orginally intended) but
has equally extendable utility on urban or forest sites.

The technique has tremendous capabilities for its adoption towards environmental and
waler quality modelling.

It is well compatible with recent GIS and remote sensing tools in hydrological

gpplications.

Mafor weakmesses

Lack of clear guidance on how to clearly accommodate varied antecedent moisture
conditions.

Choice of fixing the initial abstraction coefficient A =02 Jeads 1o preempted
regionalization based on geologic and climatic conditions.

The method has no explicit provisions for spatial scale effects on the CN, which
remains highly sensible and truly governs the runofl.

The discrete relationship between CN and AMC classes permits a sudden jump in CN,
resulting in an equivalent quantum jump in computed runoff.

Tt does not have any expression of time and ignores the impact of minfall intensity
and its temporal distribution.

It lacks the expression for antecedent moisture, which plays a crucial and significant
role in poverning runoff generation process.

IL1.5 CN estimation methods

The soil moisture concentration on a catchment just before & rainfall event occurs is of great
importance in hydrology. According to Hawkins (1975): “...that the errors in CN may have
much more consequences on runcil estimation than errors of similar magnitude in storm
rainfall P..." This establishes enough about the importance of accurate CN estimation. Major
watershed characteristics such as soil type, land use/treatment classes, hydrologic soil group,
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hydmlogic condition and, most importantly, antecedent moisture condition play & significant
role in accurate CN estimation. In the words of Hawkins ef al. (1985) °...the antecedent
moisture condition (AMC) is one of the most influential watershed characteristics in
determining curve number (CN)." This reflects the fact that AMC is relatively less important
in extremely wet or dry conditions, but at the same time very important in catchments with
highly vanable 01l moisture. The AMC iz extremely dependent on catchment conditions and
plays a dominating role while applying the SCS-CN technique in 2 variety of situations, It
remains highly dependent on prevailing soils, land cover, land treatment and runoff
generating processes. Often the applicability of the technique is questioned, owing to the
variability in one of these factors. Perrone & Madramootoo (1998) have revealed that three
AMCs used in the SCS-CN technique are inapplicable for catchments lying in humid regions
as the technique was developed in semi-arid and arid locations in the USA, where the
majarity of mnoff is generated as excess infiltration.

The SCS defines AMC as an index of the watershed wetness (Hjelmfelt 1991). NEH
uscs the antecedent 5-day rainfall as antecedent precipitation index (APT) for three AMCs as
AMC 1 through AMC [IL These three conditions of the watershed correspond respectively to
90%%, 10% and 50% cumulative probability of exceedance of runoff depth for a given rainfall
(Hjelmfelt er ad. 1982). These antecedent conditions are usually defined in a heuristic manner
by means of empirical coefficients like CN used in the SCS-CN approach. Even though CNs
are related to soil and land use characteristics, the basic question remeing: what is the mest
likely state of the soil concentration moisture just before a storm reaches a catchment?
(Valdes e al. 1990.) Despite widespread use of the SCS-CN technique, the accurate
estimation of the parameter CN, depending on antecedent conditions (soil concentration
moisture just before a storm), is u topic of continued discussions smong hydrologists and the
water resources community e.g. Hawkins 1978; Hawkins 1979; Hjelmfelt 1980; Springer ef
al. 1980; Chen 1982; Hawkins 1984; Hielmfelt 1991; Hawkins 1993; Steenhuis er al. 1995;
Ponce & Hawkins 1996; Simanton ef al. 1996; Bonta 1997, Mishra & Singh 1999 McCuen
2002; Mishra & Singh 2002a; Garen & Moore 2005; Sahu ef al. 2007; Walter & Stephen
2005; Mishra & Singh 2006.

Criginally CNs were developed using daily rainfall-runoff records corresponding 1o
the maximum annual flows from pauped watersheds, for which information on their soils,
cover and hydrologic condition was available (SCS 1972}, The rainfall (P)-runoff (()) data
were plotted on anthmetic paper having a grid of plotted curve number (Figure I11.3). The
CHN value corresponding to the curve that separated half of the plotied data from the other half
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was taken as the median curve number for the watershed. Thus the developed curve numbers
represented the averages or median site values for soil groups, cover and hydrologic
condition and comesponds o AMC I (CNp). The upper enveloping curve was taken to
comespond to AMC [1I (CNy) and the lower curve to AMC [ {CNj). The average condition
was taken o mean average response, which was later extended to imply average soil moisture
condition (Miller & Cronshey 1989). For any change in AMC condition (say from AMC; to
AMCy) on & given catchment, a sudden jump in CN value (i.e. from CN I w0 CN III)
invariably occurs. And this variahility is discontinuous in nature, which uitimately results in a
sudden jump in computed runoff. Thus, indirectly, it gives a reflection of the discrete nature
of the CN-AMC refationship.

Depending on 5-day sntecedent rainfall, CNj; is convertible to CN; and CNyj using the
relationships given by Sobhami (1975), Hawkins er al. (1985) and Neitsch ef af. (2002) and
directly from the NEH-4 tables (SCS 1972; McCuen 1982; McCuen 1989; Ponce 1989; Singh
1992; Mishra & Singh 2003a).

' e M

Figure I1L3; Determination of CN for AMC [ through AMC 111 using SCS-CN method {after
Mishra and Singh, 2003a)

To get the average CN values (CNyp) from the rainfall (P}-nunoff (Q) data of a gauged
watershed, Hawkins (1993) suggested S (or CN) computation using the expression given
below:
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§ = 5|p+20 - J0@Q+5F)] (TL11)

Another group of researchers believed in adopting an alternative approach termed the
rank-order spproach to estimate CN from rainfall (P)-runoff (Q) data (Hjelmfelt 1980). Here
P-0) data were sorted and rearranged on rank-order basis to have equal retum periods. Bonta
(1997) evalusted the potential of such derived distributions to derive curve numbers from
measured P-0) data, treating them as separate distributions. The derived-distribution method
also identifies walershed as ‘standard’, ‘violen!" and ‘complacent”, similar to Hawkins
(1993). Such a denved-distnbution method has ample potential even when data availability is
limited. Schneider & McCuen (2005) developed a new log-normal frequency method to
estimate curve numbers from measured P-0) data. The developed method was found to be
more accuriie than the rank-order method. Mishra & Singh (2006) investigated the variation
of CN with AMC and developed a new power relationship between the CN and the 5-day
antecedent rainfall. The resulting CN-AMC relationship is well applicable for both gauged
and ungauged watersheds and eliminates the problem of sudden jump from one AMC level to
another.

A few researchers belong o another school of thought that in CN estimation slope
should also be considered as a factor, ep. Sharpley & Williams (1990) and Huang ef al.
(2006). Sharpley & Williams (1990) incorporated slope factor in CN estimation assuming
that CN; obtained from the NEH Handbook (SCS 1972) corresponds to a slope of 5%. The
slope adjusted CN; named CNa, were represented as:

CN,, =%{r:w., ~oN, Xi-2¢"™)+CN, (11L.12)
where a is the soil slope in m/m. Huang et af. (2006) tested the above equation and found that

the equation hes limited applications and, as an improvement, they developed another set of
equations for climatic and steep slope conditions observed in Loess Platcau of China,

expressed as:

CN., = EH“[SZE.‘I‘EI +15.153u] i

[z +323.52)

However, the credibility of the ahove equation needs to be validated for other regions having
similar climatic and slope conditions, They also tested the slope-adjustment CN method, used
in EPIC, in both its original and optimized forms, and found that in both cases the runoff
prediction was improved for steep slopes.
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Recently, Mishra er al. (2008) compared AMC-dependent CN conversion formulae
{Table 111.1) developed by Sobhani (1975), Hawkins ef al. (1985), Chow et al. (1988) and
Neitsch ef af. (2002) and a new formula proposed by them using the NEH-4 CN values as the
target values. Using relative ervor (RE) and root mean square error (RMSE) as the statistical
performunce evaluation criteria, it was found that the Sobhani (1975), Hawkins er al, (1983),
Chow ef al. (1988) and Neitsch er al. (2002), and the proposed formulae, yield RE values in
the respective percent range of (3.25, —17.16) and (11.26, -5.19); (1.68, —19.68) and (15.59,
—1.95); (4.59, -15.01) and (1694, -0.92); (484383, -2.04) and (27.11, —1.68); and
{1.51,-19.96) and (16.10,-1.55) respectively for CN; and CNy; conversion. The results show
that the Neitsch formulae vield abnormally high RE-values, especially for low (1, 40) CN,
showing the poorest performance in filting NEH-4 values. On the other hand, the Hawkins
formulae exhibit the narrowest range of RE-variation and, therefore, are closest to NEH-4
data. Thus it can be interpreted that the Sobhani formula performs the best in CN-conversion,
and the Hawking formula in CNy,.

Table IL.1: Popular AMC dependent CN conversion formulae (Mishra et al., 2008)

Method AMC 1 AMC 111
Sobhani (1975) CN, = 3_334_;5:1;34{34" s " 04036 ¢ ?ﬁ&w.
Hawkins et al. (1983) | CN, = 2.2!1—:1:.:141!2“{:”, m'=njﬂ+$?ﬂ.
Chow ef al. (1988) EHFID-t}fL?EHE;..‘H, mﬂ’ﬂﬁﬁ
Neitsch et al. (2002) | CN=Ch, - [100- X, +$;;“J}?ﬂ;3ﬂlmﬂiﬁl} i e o s St
PR [ = o —

Table I11.2 also shows the RMSE values for different AMC-dependent CN conversion
formulae taking SCS (1972; 1985) CN values as target values. A high value of RE indicates
greater deviation of the computed values from the observed ones, and vice versa, whereas RE
equal to zero shows a perfect fit. They further evaluated the performance of the above
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conversion formulae (Table [IL1) using the filed dara (aken from USDA-ARS Waier
Database, which is a collection of rainfall and stream flow dats from small agricultural
watersheds of the United States, and found that the proposed formulae perfonn the best, and
these due to Neitsch the poorest in field application. Hawkins® formulae renked second, while
Sobhani & Chow ranked third and fourth. On the whole, the overall performance of the
proposed and Neitsch formulac was found w0 be the best and poorest on field data,

respectively.

Table 111.2: RMSE values for different AMC-dependent CN conversion formulae taking
SCS (1972, 1985) CN values as target values (Mishra et al., 2008)

Methad RMSE
CN, CNm
Sobhani (1975) 0.8293 1.2703
Hawkins et al. (1985) 0.9247 0.7652
Chow et al. (1988) 0.8937 0.8106
Neitschetal. (2002) | 68255 | 1.6038
Mishra el al. (2008) 0.9445 0.7681

IML1.6. Applications with recent advancements

Since its inception the SCS-CN method has witnessed myriad and a variety of applications to
real fields for reasons such as its simplicity, stability and sccountability for most runoff
producing watershed characteristics (soil type, land use treatment, surface condition and
anlecedent moisture condition). Recently Singh & Frevert (2002) edited a book titled
“Mathematical Models of Small Watershed Hydrology and Applications’, in which at lesst 6
of the 22 chapters have mathematical models of watershed hydrology based on SCS-CN
approach. This reflects the robustness and elemal popularity of the SCS-CN technigue.
Walter & Stephen (2005) add that efforts to merge the curve number model with distributed
and variable source area concepts will provide the initial steps of incorporating betier
hydrological science into existing water quality models by improving water quality models
that are alrcady being used widely. A considerable amount of literature on the method has
been published and the method has gone through vanous stages and phases of critical reviews
(Rallison 1980; Chen 1982; Ponce & Hawkins 1996; Mishra & Singh 2003a; Garen & Moore
2005; Michel er al. 2005; Walter & Stephen 2005; Mishra & Singh 2006). Rallison (1980)
provided detailed information about the origin and evaluation of the technique and
highlighted major concerns to its application to the hydrology and water resources problems
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it wes designed to solve and supgested future research areas. Chen (1982) evaluated the
muathematical and physical significance of the technique for estimating the runoff velume.

Though primanly infended for event-based rainfall-runoff modelling on ungauged
watersheds, the SCS-CN method has been applied successfully in the wider realm of
hydrology and watershed management and environmental engineering with notable
contributions from Williams & LaSeur (1976), Hawkins (1978), Mishra & Singh (1999),
Mishra & Singh (2002a), Mishra & Singh (2004a,b) and Mishra er al. (2004b.c). Svoboda
(1991) used the curve number concept to caleulate soil water content for deriving rainfall
contribution to direct runoff and groundwater. The method has also been successfully applied
1o sediment yield modelling (Mishra et al, 2006a; Singh er af 2008; Tyagi er al. 2008;
Bhunya e/ al. 2009) and determination of sub-surface flow (Yuan er al. 2001). The vast
applicability described above reflects the important status of the SCS-CN method in the
prevailing hierarchy of hydrologic models.

The concept and status of the SCS-CN-based method have hecome so popular and
versatile that, beside direct replications, many prominent researchers have well integrated the
core concepl of the technigue into their new hydrological models. It is interesting (o mention
Walter & Stephen (2005): "I is worth specifically noting that eriticisms of the curve number
method, like that of Garen & Moore (2005), should not be interpreted as reflecting negatively
on its creaton(s). Kather, these types of comments are an incenlive 10 engage the same
creative cffon that these early *‘modelers’ invoked to find appropriate approaches to current
problems based on current science’, which fortifies ongomg developmental efforts towards
SCS-CN technique. Henee, in this paper an attempt has been made to present an absiracted
review of some of the notable developments based on the SCS-CN technique and to highlight
their strengths and weaknesses.

11.1.7 The SCS-CN method in hydrologic simulations
This section briefly discusses some of the nofable works camed out for long- as well as shor-
term hydrologic simulation applications.

For the first time, Williams & LaSeur (1976) introduced the concept of Soil Moisture
Accounting (SMA) procedure to develop a8 Water Yield Model (WYM) based on the SCS-
CN technigue. The developed model has various advantages such as eliminating sudden
jumps in the CN-values while changing from one AMC (o the other and it can be applied w0 1
pearby ungauged watershed by adjusting the curve number for the ungauged watershed in
proportion (o the ratio of the AMC I curve number 1o the average estimated curve number
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[or the gauged watershed. On the other hand, the mode] has some perceived limitations and
disadvantages as il utilizes an arbitrary assigned value of 50.8 cm for absolute potential
maximum retention S, with faulty assumption of decay of soil moisture based on lake
evaporation. Also the model describes the variation of direct runoff Q with P analogous 1o F
and, thus, contrasts the existing SCS-CN technigue. Hawkins (1978) outlined serious flaws
associated with the CN and AMC relationships such as: (i) the discrete relationship between
CNs and AMC class, leading to & sudden jump in CN and a corresponding quantum jump in
calculated runofT; (i) the lack of assumptions in the development of the NEH-4 table and,
thus, no physical reasoning or reconciliation with reality. To circumvent these flaws, he
proposed a daily flow simulation model, which accounts for the site moisture on a continuous
basiz. However, the model also has disadvantages of concem such as: (i) the model assumes
that the SCS5-CN method is based on the (I, +5) scheme, whereas I, is separate from §
(Mishra & Singh 2003a); and (i) the model still uses the conventional empirical S-CN
mapping relationship for computing CN for the various time steps. Pandit & Gopalakrishnan
(1996) developed a continuous simulation model using the existing SCS-CN method for
computing snnual pollutant loads based on annual storm runoff coefficient (ASRC) and
degree of perviousness/imperviousness of watershed,

In a new attempt, Yu (1998) developed relationships between rainfall and munoff
similar to the SC5-CN method based on two simple but reasonable sssumptions that the
spatial variation of infiltration capacity has an exponential distribution while the lumped
variation of mainfall follows an exponential distibution. Grove e al. (1998) studied the
feasibility of the distributed CN approach compared to the composite approach for estimation
of runofT depths using the SCS-CN method, The distributed approach may have an advantage
for analysis of urbanizing watersheds with the proliferation of remote sensing and geographic
information systems. Mishra & Singh (1999) discussed the ongin and heritage of the existing
SCS-CN technique in a sound analytical environment. They derived analytically the existing
SCS-CN method from the empirical method of Mockus (1949) and proposed a gencral form
of the modified SCS-CN method.

The application of the existing SCS-CN method (model 1; Eq. (I11.6)) and the
modified 8CS-CN method (model 2; Q = P*f{8+0.5P)) to 3-Bar DD watershed is shown in
Figure 111.4. It can be observed from Figure [114 thal the modified SCS-CN method (model
3) fits most of the observed data points, whereas the existing SC5-CN method (model 2)
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deviates greatly from the observed data points; the latter model attempts to fit only a few high
rainfall-runofT data.

1] @ o -3 X ¥ ] HH Mo ]
Raintall [ms|

Figure IIL4: Fitting of the existing SCS-CN method (model 1 for 3=0.2) end the modified
SCE-CN method (model 2 for 3=0.5) (model 2) to 3-Bar D Watershed Diata

Mishra er al. (2003b) addressed many intrinsic issues related to the SC5-CN method
such gs estimation of CNs from the recorded rainfall eand runoff data and CNs variability
associated with antecedent moisture and variability due to temporal and spatial variation of
rainfall. They sugpested a modified SCS-CN method based on the C = §; concept accounting
for the static poriion of infilimation and anteceden! moisture and provided a simple
spreadshect estimation of the potential maximum retention from P and () data, and 5-day
antecedent precipitation (Py). Mishra & Singh (2004a) developed a four parameter “Versatile
SCS-CN Model' to remove the inconsistencies and complexities associated with the existing
models of long-term hydrologic simulation. The developed model obviates the sudden jumps
in CN values and exclusively considers the soil moistwre budgeting on a continuous basis,
evapotranspiration and watershed routing procedures. Unlike the original SCS-CN method (as
described in the preceding paragraphs), the modified SCS-CN method accounts for the static
portion of the infiltration as well as the antecedent moisture. It incorporates a volumetric analysis
which shows that the ratio of the potential maximum retention (5) to the precipitation amount
versus runcfl’ factor relation is equivalent to the average suction pressurc-moisture content
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relation for a unit rainfall amount and a given soil porosity. These chamcteristics make the
madel versatile. However, the versatile model contains a higher number of parameters and
does not distinguish between the intrinsic parameter and the initial condition of watershed,

Mishra & Singh (2004b) established the criterion for the applicability of the SCS-CN
method and extended the SCS-CN concept to denve a time-distributed runoff model and
infiltration model. Mishra er ol (2004a) discussed the inherent sources of variability as
spatial and temporal variation of rainfall and variation of CNs with the antecedent modsture,
To circumvent the variability due to antccedent moisture they developed o modified form of
Mishra & Singh (MS) (2002b) model using the C=S$, concept by incorporating the
anfecedent moisture or initial soil moisture (Vp) into the basic proportionality concept,

In &n gttempl o restructure the mathematical and conceplual foundations of the SCS-
CM technique, Michel ef al. (2005) highlighted the major inconsistencies associated with the
age-old but most popular SCS-CN technique and proposed a renewed SCS-CN procedure.
Some of the inconsistencies noticed by them are: (i) it ignores the initial soil moisture, i.e. the
maisture stormge at the beginning of the storm event in its formulation; (i) it is applicable
only for the end of the storm event, ie. it is silent within the storm event; and (jii) the
relationship between the initial abstraction 1, and the potential maximum retention § 15 not
justifiable, although presenting unigueness in lerms of parameter ie. one-parameter model
characteristics. They introduced & renewed SCS-CN procedure based on the SMA procedure,
while keeping the acknowledged efficiency of the original technigque. The SMA procedure
wad re-addressed by Saho et al. (2007) that resulted in a simple expression for ¥y to avoid a
sudden jump in runoff computations, Kecently, Gectha ef af, (2007; 2008) developed new
lumped conceptual models based on SCS-CN for long-term hydrologic simulations.

ITL1L.E The SCS-CN methed in sedimentation and environmental engineering

A number of popular computer-based runofT and erosion simulation medels such as AGNPS
(Young ef al. 198%), CREAMS (Kniscl 1980), SWRRB (Amold er al. 1990), SWAT (Neitsch
et al, 2002), EPIC (Sharpley & Williams 1990) and GWLF (Haith & Shoemaker 1987) use
the SC5-CN method as a component model for runofT estimation. A detailed description of
many of the above-mentioncd models can be found in Mermitt ef @l (2003) and Aksoy &
Kavvas (2005). In the recent past, one interesting review paper by Garen & Moare (2005)
titled ‘Curve Number Hydrology in Water Quality Modeling: Uses, Abuses, amd Future
Directions’, followed by fine discussions by Walter & Stephen (2005)was widely
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appreciated and centred by the hydrologic community particularly the waler quality
modellers. Hence, it can be stated that the SCS-CN method is sill a central tool available to
the scientific community with its broad and user-friendly acceptance to address real world
problems.

Mishra ¢ al. (2004b) employed the basic proportionality concept (Eq. 111.3) of the
SCS-CN method for partitioning 12 metal elements, £n, Cd, Ph, Ni, Mn, Fe, Cr, Mg, Al, Ca,
Cu and Na, between dissolved and particulate-bound form. For this they postulated two
parameters, namely the potential maximum desorption (‘¥ ) and partitioning curve number
(PCN), as mnalogous to the SCS-CN parameters S and CN, respectively. In an another
atlemnpl, sgain Mishra ef al. (2004c) supgested a new partitioning curve number (PCN)
approach for parlitioning heavy metals into dissolved and particulste-bound forms in urban
snow mell, minfall/ranoff and river Mlow environments on the basis of an analogy between
SCS-CN method-based infiltration and metal sorption processes as discussed above.

In another endeavour to develop an SCS-CN-based sediment yield model, Mishra e
al. (2006a) coupled the popular SCS-CN method with the Universal Soil Loss Equation
(USLE) for modelling rain-storm generated sediment vicld from a walershed. The
peneralized expression for the models can be expressed nas:

e
where Y =sediment yield, A=the potential maximum erosion, P=total rainfall,
§ = potential maximum retention, Yy = initial soil moisture, A = initial abstraction coefficient
and A,is the initial flush coefficient. This reflects that the SCS-CN technique is equally
applicable in sediment yieid modelling Despite having a hydrologically sound procedure and
a firm mathematical base, the models are not applicable for modelling time-distributed
suspended sediment yield or sediment graph applications (Singh ef aof. 2008; Bhunya ef al,
2009). More recently, Singh er al. (2008) came up with new conceptual sediment graph
models based on the coupling of popular and extensively used methods, viz, Nash model
(Nash 1957) -based instantaneous unit sediment graph ([USG), SCS-CN method and power
law (Novomny & Olem 1994). The generalized form of the model can be expressed as:

- leAA, [kt — & +B) i1kt — 1 +8F n, " e/t Jexpt-t/1 ) i

tl(n,)
where @ and f = coefficient and exponent of power law; k = infilrstion decay coeficient; A,
0 = Vy/s and n, is the number of reservoirs and constitutes the set of model parameters. The
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models considder major runoff-producing charecieristics, and walershed charscteristics such as
soil type, land use, hydrologic condition, antecedent moisture and minfall intensity. [t is
physically more plausible than the common regression relations-based models. Such models
can be exceptionally useful for computing dynamic pollutant loads in water quality modelling
if the sediment transports the pollutants that are toxic at high concentrations, requiring
determination of peak, mther than average, sediment flow rate.

Tyag ef al. (2008) developed a time-distributed sediment yield model (sediment
graph model) utilizing the SCS-CN-based infiliration model for computation of rainfall-
excess rate, und the SCS-CN-inspired proportionality concept for computation of sedimen:-
excess. Finally, for computation of sediment graphs, the sediment-excess is routed to the
watershed ouilet using a single linear reservoir technique. The expression for the model can

be expressed as:

AL
Y, = » LI— rsaF }iuﬂ] (1L16)

where A is the actual polential maximum ersion of the watershed, dependent on the soil
properties and storage capacity (S); and Py is the rainfall amount during time interval AL i is
the rainfall intensity and f; is the final infiltration rate,

T1.1.9 Application of the SCS-CN technique for ungauged catchments

The problem of estimation of flood rates from small ungauged basins still remained one of
the biggest issues for researchers. A plethora of research findings has clearly established that
even the simplest SCS-CN technique is quile capable of providing the volume and peak
discharge rates in accordance with prevailing rainfall events. The techmigue could be
effectively extended for its application under ungauged situations. Moreover, before the
method can be applied to an ungauged caichment, its parameters need to be calibrated from
certain nearby gauped catchments having similar land use and physical chamacteristics as
ungauged catchment e.g. slope, hydrologic seil conditions efc.

While attempting such extended application of the SCS-CN technique to ungauged
situations | the popular Unit Hydrograph (UH) concept is ofien adopted to yield calibrated
parameters (may be termed correlated coefficient), which will then be applied to the SCS-CN
method to estimate even the flood hydrographs from ungauped catchments. One such
exertion was attempted by Gaur (1999), where the applicability of SCS Synthetic UH was
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successfully demonstrated to predict surface-runofl responses from a few natural catchments
initially assuming them as ungauged. The observed depths of daily rainfall and runoff were
utilized to derive truer CN values, which were used o compute peak runoff rate (Q,) and
time to O, Integrating these computed values with SCS dimensionless unit hydrograph shape
finetion, the representative SCS-Synthetic UH of relevant unit duration (nesr o time of
concentration of catchment) were derived, which in turn were utilized to compute dirsct
runoff hydrographs under real input rainfall pulses. The computed surface runoff responses
were quite satisfactory. Gaur & Mathur (2009) confirmed another indirect utility of such
synthetic SCS unit pulse hydrographs for generating overland roughness predictive equations
for facilitating application of the kinematic wave modelling approach on ungauged situations
applying optimization under kinematic wave flow conditions (Gaur & Mathur 2003). It
clearly justified another indirect potential of the SCS-CN technique for hydrological
evaluation of ungauged catchments. Boughton (1989) examined the SCS-CN technique for
estimating runoff from small unpauged rural catchments, He collated the results of some
Australian studies where curve numbers were calibraied againsi actual runoff data. A major
weakness realized was the sensitivity of estimated runoff to errors in the selection of the
eurve number as the changes of about 15-20% in the curve number doobles or halves the
total estimated runoff.

IIL.2 REMARKS

The SCS-CN method has gained upplicability among all sorts of hydrological modelling
approaches attempied across the globe by an enormous number of researchers, ficld cnginecrs
and academicians in the domain of earth system sciences. The method is simple to use and
requires basic descriptive inpuis that are converted to numeric values for estimation of
watershed direet runoff volume (Bonta 1997). Within the tremendous literature available on
applications of the SCS-CN technique in hydrological sciences, & relevant updated review
dealing with its origin, historical background, nature, advantages and limitations, CN
estimation methods, CN ve. AMC deseription, [-8 relationship and recent notable advanced
applicatinns for areas other than onginally intended have been presented and discussed for
their merits and demerits. The application on ungauged basins remains one of the important
future prospects of the techmigues. On the basis of some structural advancements and vast
applications, it is found that the technique would always enjoy its simplicity, applicability
and wider acceptability among the hierarchy of available hydrologic models for the benefits
ad g



of society as u whele, The presented review of this vital hydmological 1ool may serve the
purpose of better understanding and practical applications of the SCS method at the levels of
hasic academics as well as practising hydrologists in order to facilitate better and froitful
advanced spplications of the technique in their fields. At the end, the contents provided
this review paper may serve as a guiding principle to synchronize our fituristic research
efforis harmonizing with the emerging swifiness of developmental laws of nature in the
context of hydrological progress.
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